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Chapter 1

Introduction

Testing is the process of finding differences between the expected behaviour specified by system models and the observed behaviour of the system [6]. The goal of testing is to design tests that exercise defects in the system to reveal problems. Unfortunately, it is impossible to completely test a non-trivial system essentially because testing is not a decidable problem and it needs to be performed under time and budget constraints.

A distinction between concepts of failure, error and fault should be done in order to clarify the concepts which will be discussed in this work. Firstly, a failure is any deviation of the observed behaviour from the specified behaviour. An error means the system is in a state such that further processing by the system will lead to a failure, which obviously causes anomalies in system intended behaviour. At last, a fault (also called defect or bug) is the mechanical or algorithmic cause of an error. The final goal of all testing activities is to maximize the number of discovered faults in order to increase the reliability of a system, namely a measure of success with which the observed behaviour conforms to the specification of its behaviour.

Software testing can be very costly and it is often accounted for more than 50% of total development costs. Thus, it is necessary to reduce its cost and improve its effectiveness by automating the testing process. Test data generation is the process of identifying program input data which satisfy selected
testing criterion and a test data generator is a tool which can automatically generate test data for a program. Among many testing activities, test case generation is one of the most challenging and critical tasks. For this reason, a good number of test case generation approaches has been advanced and investigated intensively.

Another common challenging problem is the reduction of the effort required for regression testing. This situation clearly requires a technique for an intelligent selection of test cases and for removing the redundant ones (test suite minimization). All these problems can all be naturally formulated as optimization problems to which search based optimization can be applied.

There are basically two testing methodologies:

- white-box (or structural) testing;
- black-box (or functional) testing.

With black-box testing, test cases are determined from the specification of the program under test, whereas with the white-box testing, also called glass testing or open box testing, they are derived from the program internal structure.

These techniques are used with the aim to generate a test suite, composed by a set of test case with the purpose of causing the largest number of failure in order to detecting faults. A test case is a set of conditions under which a tester will determine whether a software system or one of its components is working as it was described in its originally expected behaviour. The mechanisms for determining whether a software program has failed or passed a test is known as oracle. Its usage involves a comparisons of the output of the system under test, for a given test case, with the output that determined by the oracle.
1.1 Context

This work is placed in the context of structural testing. As said before, in software engineering there are many expensive activities performed during development and maintenance processes which should be automated in order to reduce their cost. Search Based Software Engineering (SBSE) attempts to reformulates these tasks as search problems \[26, 28\]. Since testing is one of the most expensive activities, SBSE is widely applicable to all software testing processes. In particular, regarding automated structural test data generation, the literature suggests two different techniques. Static structural test data generation is based on the analysis of the internal structure of the program and it does not require its execution. In the other hand, symbolic execution \[32, 33\] is a common example of static technique, but it presents several problems. Dynamic approaches, which requires the code execution, circumvent many of the problems associated with static techniques.

Despite the problem of automatically generating test inputs has been investigated for decades, the problem of automating the test oracle has received significantly less attention. Proposed techniques, including modelling, specifications or contract-driven development are not completely adequate, so in real cases the system behaviour must be checked by an human. Obviously, this current open problem represents a significant bottleneck that inhibits greater testing automation.

One simple and obvious way to reduce the oracle cost consists of reducing the size of the test suite produces as a result of automated test data generation. Obviously, this challenge contrasts with the goal to achieve the maximum coverage. Therefore, the problem of maximizing the coverage in the system under test, while reducing the resulting test suite size can be formulated as an optimization problem. With this aim, several approaches based on search-based techniques have been proposed in literature.

In this work we developed OCELOT, a tool for automated search based test case generation for C language. It implements an efficient approach,
based on McCabe’s linearly independent paths, which combines the achievement of a good level of coverage with a reduced test suite size, in comparison with the standard single target approach.

1.2 Aim and objectives

In order to reduce the cost related to testing activities, it is possible to use some techniques with the aim to automate the testing process. The development of test data is a relevant problem which has been thoroughly investigated. However, the oracle cost problem remains comparatively less well-solved, so it requires a huge human intervention that limits the automation of the entire testing process.

Several methodologies and tools have been developed with the aim to address the problem of automated test case generation and the oracle problem, mainly trying to reduce the size of the resulting test suite. This work led to the implementation of a tool for structural search based test data generation, focused on code written in C language. This tool, OCELOT, introduces a new approach based on McCabe’s linearly independent paths. This methodology reaches good results in terms of coverage and test suite size, compared against a random testing approach. However, it suffers of some problems such as the path infeasibility.

This works aim to investigate the recent literature in order to identify the most promising approaches for target selection in order to introduce them in the tool. So, the final aim of this work is the introduction of latest methodologies in OCELOT, in order to improve its effectiveness and efficiency.

An empirical study has been performed with the aim to evaluate the boost of effectiveness and efficiency introduced by these approaches, in comparison with the standard OCELOT one, based on basis paths. This study, in particular, compares the three methodologies in terms of coverage, test suite size and convergence rate.
1.3 Achievements

The main result of this work is the introduction and implementation of two recent methodologies for automated structural test data generation in OCELOT, a Java tool for search based test data generation.

Two approaches have been identified: the first, called MOSA (Many Object Sorting Algorithm) [47], reformulates the branch coverage problem as a many-objective optimization one. The second methodology [27], focuses on a control dependence graph analysis, in order to maximize the amount of structural collateral coverage achieved targeting a single branch.

The efficiency of these recent approaches have been evaluated through an empirical study, comparing them with the OCELOT current methodology based on the basis paths, introduced by Scalabrino in his master thesis work [51]. This study compares the three approaches in terms of coverage, test suite size and convergence rate. Regarding the first metric, both new algorithms do not significantly improve the performance of the basis paths approach. However, the analysis of result which refers to resulting test suite size and convergence rate denotes remarkable improvements. Regarding the resulting test suite size, both the newly introduced algorithms generate a test suite which is about the 50% smaller than one generated with the basis path approach. As mentioned, the reduction of the number of test cases is the simplest way to address the oracle cost problem, so in that extent, the tool clearly improves its efficiency. At last, in terms of convergence rate, the results shows that the many-objective algorithms outperforms its competitors.

1.4 Overview of the thesis

After this introduction, chapter 2 surveys the literature in the field of testing, in particular for search-based testing. It describes principal search techniques like genetic algorithm or hill climbing. There will be an overview of different techniques applied to evolutionary testing for structural test data generation, categorized on the basis of objective function construction.

Chapter 3 presents two recent methodologies available in literature, im-
implemented in the presented tool. The first approach proposes to reformulate
the branch coverage criterion as a many-objective optimization problem. The
second technique focuses on control dependence graph analysis in order to
maximize the amount of structural collateral coverage.

Chapter 4 presents OCELOT, a structural test data generation tool for
C language. The tool is build on top of CDT framework and implements dif-
ferent search based techniques. There will be presented the tool architecture
with its execution process.

Chapter 5 presents an empirical study applying OCELOT to five different
open source functions, with a complete description of the study and the
obtained results.

Finally, chapter 6 closes the main body of the thesis with concluding
comments and proposals for future work.
Chapter 2

Literature Review

This chapter introduce the field of Search Based Software Engineering, describing in particular the Search Bases Software Testing sub-area. A section reviews work in the field of search-based automatic test data generation. It focuses on the two most commonly used algorithms in structural search-based testing, namely genetic algorithms and hill climbing. Particular attention is paid to the global search method of genetic algorithms that forms the basis for most of the work in this thesis. This is followed by a discussion of techniques used for structural testing.

2.1 Search-Based Software Engineering

Search-Based Software Engineering (SBSE) is the name given to a body of work in which search based optimization is applied to Software Engineering. This approach has proved to be very successful and generic. SBSE reformulates the traditional tasks of software engineering as search problems [26, 28]. A search problem is one in which optimal or near optimal solutions are sought in a search space of candidate solution, guided by a fitness function that distinguishes between better and worse solutions. The first work about the application of search-based techniques to software engineering was proposed by Miller and Spooner in 1976 [45] who worked in software testing area, and later by Chang [7] who promoted the application of evolutionary algorithms...
CHAPTER 2. LITERATURE REVIEW

Figure 2.1: Cumulative number of SBST papers. The trend suggest a polynomial yearly rise in number of papers for software management problems in 1994. The term SBSE was coined by Harman and Jones in 2001 [26]. Since then there has been an explosion of activity in this area, with SBSE being increasingly applied to a wide range of diverse areas within software engineering, some of which are already sufficiently mature to warrant their own surveys. For example there are surveys covering SBSE for requirements [63], design [46] and testing [40, 2] as well as general surveys of the whole field of SBSE [9, 23].

Search Based Software Testing (SBST) is the sub-area of Search Based Software Engineering concerned with software testing [25]. Testing is an expensive activity and a lot of problem in this field can be described as optimization problem, so SBSE clearly is widely applicable to all software testing processes. Test objectives find natural counterparts, as the fitness function, thereby facilitating SBSE formulation of many testing problems. As result, SBST has proved to be a widely applicable and effective way of generating test data, and optimising the testing process. Approximatively half the budget spent on software projects is spent on testing. So it is not surprising
that a similar proportion of papers in software engineering literature concern software testing. In fact, approximately half of all SBSE papers are SBST papers [28]. Figure 2.1 shows the growth in papers published in SBST. Data are taken from SBSE repository [62]. The figure clearly shows that the number of SBST papers is rising polynomially (if the trend continues, there will be more than 1,700 SBST papers before the end of this decade) indicating continued growth and interest in this approach to software testing problems.

In order to understand the contribution of software testing to the overall literature on SBSE, it is possible to observe the graph reported in Figure 2.2. This graph shows the relative proportion of SBST papers in the overall field of SBSE. As observable, the proportion of papers that concerns testing problems is reducing, although (as seen in Figure 2.1) their number is increasing. That reflects a huge growing interest in SBSE area, rather than decreasing interest in SBST. It is now sufficiently mature that it has transitioned from laboratory study to industrial application, for example at Daimler [58], Ericsson [1] and Microsoft [52].
2.2 Metaheuristic search techniques

Many results in the literature indicate that meta-heuristics are the state-of-the-art techniques for problems for which there is not an efficient algorithm. Meta-heuristics approximation approaches allow to solve complex optimization problems but they cannot guarantee that the solution found is the best or indeed it is the global optimal solution for the problem.

The use of meta-heuristic search techniques for the automated test data generation has been a burgeoning interest in recent years. Previous attempts to automate test generation process have basically been limited by the fact that this is an undecidable problem. In order to adapt meta-heuristic techniques to a specific problem, different decisions have to be made. The most important one is the choice of the fitness function; other important decisions involve, for example, the solution encodings or the choice of the best operators.

This section presents some meta-heuristic techniques that have been successfully used in software test data generation, categorized into local and global search techniques.

2.2.1 Local search

Local search is a meta-heuristic method for solving computationally hard optimization problems. Local search can be used on problems that can be formulated in the following way: find a solution maximizing (or minimizing) a criterion among a number of candidate solutions. These algorithms move from solution to solution into the search space by applying local changes, until an optimal solution is found or a time bound is elapsed.

Hill climbing

*Hill climbing* is a well known local search algorithm. It improves a solution starting with a randomly chosen one from the search space. Then the neighbourhood of this solution is investigated. If a better solution is found, it become the new current solution. This process is repeated until no improved
Algorithm 1: Description of a hill climbing algorithm

Select a starting solution \( s \in S \);

repeat

Select \( s' \in N(s) \) such that \( \text{obj}(s') > \text{obj}(s) \) according to ascent strategy;

\( s \leftarrow s' \);

until \( \text{obj}(s) \geq \text{obj}(s') \), \( \forall s' \in N(S) \);

neighbours can be found. A higher level description of basic hill climbing can be seen in algorithm 1.

The progressive improvement of hill climbing is compared to the climbing of hills in the landscape of a maximizing objective function. In this scenario, peaks characterize solutions with locally optimal objective values. Hill climbing is good for finding local optimum, i.e. a solution that cannot be improved by considering a neighbouring configuration, but it does not ensures to find the best possible solution, a.k.a. global optimum, in the entire search space. In such cases, the search becomes trapped at the peak of a hill, unable to explore other areas of the search space.

The relative simplicity of the algorithm makes it a popular first choice amongst optimizing algorithms. Moreover in literature we can find some variants to avoid the problem of local optimum, such as stochastic hill climbing or random-restart hill climbing [50]. The first of them does not examine all neighbours before deciding how to move, but it selects a random neighbour and decides whether to move to that neighbour or to examine another one; the second instead, avoid the problem of local optimum restarting the entire algorithm with randomly chosen starting points.

Simulated Annealing

Simulated annealing is a meta-heuristic first proposed by Kirkpatrick et al. [34]. This technique is similar to hill climbing, however, it attempts to avoid the problem of local optima in a different way. Its name originates from the analogy of the technique with the chemical process of annealing, the cooling of a material in a heat bath. In fact, this technique simulates that
CHAPTER 2. LITERATURE REVIEW

Algorithm 2: High level description of a simulated annealing algorithm

Select a starting solution \( s \in S \);
Select an initial temperature \( t > 0 \);
repeat
  \( it \leftarrow 0 \) repeat
    Select \( s' \in N(s) \) at random;
    \( \Delta e \leftarrow fit(s) - fit(s') \);
    if \( \Delta < 0 \) then
      \( s \leftarrow s' \);
    else
      Generate random number \( r, 0 \leq r < 1 \);
      If \( r < e^{-\frac{\Delta}{t}} \) Then \( s \leftarrow s' \);
    end
  \( it \leftarrow it + 1 \);
until \( it = num\_solns \);
Decrease \( t \) according to cooling schedule;
until stopping condition reached;

Effect with a probability of accepting worse solution that depends from a control parameter known as the temperature. This concept is a fundamental property of simulated annealing because it allows for a more expensive search for the optimal solution. Initially the temperature is high and free movement is encouraged through the search space. With the progressive temperature reduction, the moves towards poorer solutions are less frequent. When a freezing point is reached the search behaves identically to hill climbing.

A high level description of a simulated annealing algorithm can be observed in Algorithm 2.

2.2.2 Global search

Hill climbing and simulated annealing operate with one candidate solution by one. On the other hand, there are some techniques which focus the entire search space at once, offering more robustness to local optima problem. Evolutionary algorithms [4] use the simulated evolution as a search strategy to evolve candidate solutions, utilizing some operators inspired by genetics.
and natural selection.

Genetic algorithms are probably the most well known form of evolutionary algorithms. They have been introduced for the first time by John Holland during the late 1960s [22].

**Genetic algorithms**

Genetic algorithm are inspired by Darwinian evolution. In keeping with this analogy, each candidate solution is represented as a vector of component referred to *chromosomes*. The components of the solution are referred to as *genes* and all the possible values for each component are called *alleles*. Typically a genetic algorithm uses a binary representation, namely candidate solutions are encoded as strings of 1 and 0. For example, a vector of three integer $112, 255, 52$ might be represented as $01110000, 11111111, 00110100$. However, more natural representations to the problem may also be used, for example a list of floating point values.

Genetic algorithms maintain a population of solutions rather than just one current solution. Therefore the search is afforded many starting points and the chance to sample more of the search space than local searches. Population is iteratively recombined and mutated to evolve successive populations, known as *generations*. The main loop of a genetic algorithm can be seen in Algorithm 3. The first generation is made up of randomly selected chromosomes. Population may also be seeded with selected individuals representing some specific domain information about the problem. This mechanisms may increase the chances of a fast search convergence. Each individual in the population is then evaluated for fitness.

On the basis of fitness evaluation, certain individuals are selected to go forward to the following stages of crossover, mutation and reinsertion into next generation. Various selection mechanisms can be used to select individuals which will be used to create offspring. In this scenario, the concept of *fitness* of individuals is crucial. The fitness of a candidate represents a measure that distinguishes between better and worse solutions and can be obtained directly from an objective function. The basic idea is to favour fit-
ter individuals in order to generate fitter offspring. However, too strong bias towards best individuals will reduce diversity in whole population, increasing the chance of premature convergence on a set of locally optimal solutions. This phenomenon is called genetic drift [49].

Holland’s original algorithm [29] uses fitness-proportionate selection, where the expected number of times an individual is selected for reproduction is proportionate to the individual’s fitness, in comparison with the rest of the population. This process is analogous to the use of a roulette wheel. fitness-proportionate selection has difficulties in maintaining the a constant selective pressure throughout the search. Selective pressure is the probability of the best individual being selective compared with the average probability if selection of all individuals. In fitness-proportionate selection the selective pressure remains usually too high and this can lead to a premature convergence. Linear ranking [59] and tournament selection [21] have been proposed to circumvent the problem.

Once the set of parents has been selected, recombination can be performed to create the new generation. Crossover is applied to individuals selected with a probability $p_c$. If crossover take place, the offspring are inserted into next generation, otherwise the parents are simply copied into. Different choices of operator are available such as one-point crossover, with splices two parents at randomly chosen position in the string to form two offspring; other operators may recombine using multiple crossover points.

Finally, elements of the newly-created chromosomes are randomly mu-

---

**Algorithm 3**: High level description of a genetic algorithm

```
Randomly generate or seed initial population $P$;
repeat
   Evaluate fitness of each individual in $P$;
   Select parents from $P$ according to selection mechanism;
   Recombine parents to form new offspring;
   Construct new population $P'$ from parents and offspring;
   Mutate $P'$;
   $P ← P'$;
until stopping condition reached;
```
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Figure 2.3: Genetic algorithm cycle

stated with the aim of diversifying the search into new areas of the search space. Typical process of evolution performed by a genetic algorithm previously described can be seen in Figure 2.3 at page 18.

Main decisions in genetics involves the representation of the solutions and the evaluation method used to compute the fitness function. Other decisions refers population size, crossover and mutation probability. Genetic algorithms success depends on their simplicity and, at the same time, on their ability to quickly find good solutions in large search space problems.

2.3 Search-based software test data generation

Structural testing is the process of deriving tests from the internal structure of code. Next sections summarize some approaches used in automating structural test data generation through meta-heuristic techniques.

The term evolutionary testing is used in literature to indicate the application of evolutionary algorithms to test data generation. As seen in Figure 2.4, all the different techniques can be categorized on the basis of objective function construction.

In coverage-oriented approaches an individual is rewarded on the basis of covered program structure. In this field, the work of Watkins [56] attempts to obtain full path coverage with the usage of an objective function
which penalizes individual that follow already covered paths. In general, all coverage-oriented approaches denote a lack of guidance for structures which can be executed only through a small portion of the input domain.

This problem is avoided in structured-oriented approaches which perform a separate search for each uncovered structure. These techniques can be categorized in control-oriented, branch-distance oriented, or combined approaches.

2.3.1 Control-oriented approaches

In control-oriented approaches, the objective function considers the branching nodes that need to be executed in some desired way in order to bring about execution of the desired structure [40]. In the approach of Jones et al. [30] to loop testing, the objective function is computed as the difference between the actual and desired number of iterations. Indeed, Pargas et al [48] use the control dependence graph of the function under test in order to address the statement and branch coverage problem. The sequence of control-dependent nodes is identified for each-structure. These are the branching nodes that must be executed in order to reach the structure. So, the objective function is simply calculated counting the number of control-dependent nodes executed. In Korel’s work [35], a branch leading away from

![Diagram of classification of dynamic structural test data generation techniques using evolutionary algorithms](image)

Figure 2.4: Classification of dynamic structural test data generation techniques using evolutionary algorithms
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<table>
<thead>
<tr>
<th>Relational Predicate</th>
<th>Objective function $\text{obj}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>boolean</td>
<td>if TRUE then 0 else $K$</td>
</tr>
<tr>
<td>$a = b$</td>
<td>if $\text{abs}(a - b) = 0$ then 0 else $\text{abs}(a - b) + K$</td>
</tr>
<tr>
<td>$a \neq b$</td>
<td>if $\text{abs}(a - b) \neq 0$ then 0 else $K$</td>
</tr>
<tr>
<td>$a &lt; b$</td>
<td>if $a - b &lt; 0$ then 0 else $(a - b) + K$</td>
</tr>
<tr>
<td>$a \leq b$</td>
<td>if $a - b \leq 0$ then 0 else $(a - b) + K$</td>
</tr>
<tr>
<td>$a &gt; b$</td>
<td>if $b - a &lt; 0$ then 0 else $(b - a) + K$</td>
</tr>
<tr>
<td>$a \geq b$</td>
<td>if $b - a \leq 0$ then 0 else $(b - a) + K$</td>
</tr>
<tr>
<td>$\neg a$</td>
<td>negation is propagated over $a$</td>
</tr>
</tbody>
</table>

Table 2.1: Tracey’s objective functions for relational predicates

the target is called a critical branch, so the measure indicated by Pargas et al. is equivalent to the number of critical branches avoided by the candidate.

The main problem with control-oriented approach is the lack of guidance due to the plateaux generated by the objective function. Since no information is exploited from branch predicate, the objective function gives no help to change the flow of execution towards control dependent nodes essentially because all input data which executes the same nodes are assessed in the same way by objective function. Along these horizontal planes, the search becomes random. Pargas et al. proposed also a minimizing version of their objective function that can be computed as $(\text{dependent} - \text{executed})$ however, this solution does not solve the plateaux problem.

2.3.2 Branch-distance-oriented approaches

Branch-distance-oriented approaches exploit information from branch predicates. In general, for each condition node in object under test, the branch distance function takes an input set of values and evaluates the objective function on this values. Obviously this approach works very well with numeric data. Other kind of data, such as strings, needs different, and more complex, branch distance functions [42].

In the work of Xanthakis et al. [60], genetic algorithms are used to generate test data for nodes not covered by a random search. In this approach, a tester needs to select a path; then relevant predicated are extracted from it. The objective function is simply the sum of all branch distance values. Jones et al. [30] avoid the problem of the manual choice of the path. The objective
function is formed by the branch distance of the target branch. However, this approach does not provide a guidance to reach the desired target in the program structure. McGraw et al. [43] alleviate this problem by delaying an attempt to satisfy a branch condition until the node in question is reached by other individuals.

Most used objective functions in literature are proposed by Tracey et al. [54, 55]. These functions are inspired to original objective functions for relational predicate proposed by Korel [35]. Table 2.1 shows them.

**Problems for objective functions**

Although global search techniques are more robust than local about plateaux and local optima, they do not completely solve the problem. In particular, plateaux can be induced through the use of a flag variables in predicate branches. A flag is simply a boolean variable. The objective function for a predicates with a flag, consist only in two different values, one for the value true and one for the value false. In this situation the objective function does not provide any guidance and the evolutionary search performs as the same way than a random one. Figure 2.5 shows an example of objective function landscape caused by the flag problem.

![Figure 2.5: Objective function landscape for flag example](image)
### Connective Objective function $obj$

\[
\begin{array}{ll}
\land a \land b & obj(a) + obj(b) \\
\lor a \lor b & \min(obj(a), obj(b))
\end{array}
\]

Table 2.2: Tracey’s objective functions for logical connectives

Bottacci [5] proposes a solution in which the predicate used for the distance calculation is substituted by the predicate used in assigning the flag value. Harman et al. [24] indeed suggest to transform the program removing flag variables replacing them with the expression that led to their determination.

#### 2.3.3 Mixed approaches

Combined approaches make use of both branch distance and control information in order to build the objective function. Tracey’s [53] work first identifies control-dependent nodes for the target structure, then performs a distance calculation when an individual takes a critical branch, using the functions showed in Table 2.1 for relational predicates and functions in Table 2.2 for $\land$ and $\lor$ logical connectives. Then, the number of successfully executed control-dependent nodes is used to scale branches distance values. Wegener et al. [57] indeed map branch distance logarithmically into the range [0,1].

### Different objective functions for different coverage criteria

The aim of applying evolutionary approaches to structural testing is the generation of a quantity of test data, leading to the best possible coverage of the respective structural test criterion. These criteria are divided into four categories and for each category exists; although each of them has a different definition of objective function, the basic form is always the following:

\[
\text{approach level + branch distance}
\]

The four criteria are:
- node-oriented criteria;
- path-oriented criteria;
• node-path-oriented criteria;

• node-node-oriented criteria.

Node-oriented criteria aim to cover specific nodes of the control flow graph. The approach level is calculated simply counting the number of target control-dependent nodes which have not been executed. Branch distance is calculated on predicate of alternative branch when the execution flow diverges in a critical branch.

Path-oriented criteria require the execution of specific paths through the control flow graph. Approach level is calculated on the basis of the length of identical initial path section. Branch distance calculation indeed is simply an accumulation of distance calculations made at each point of divergence from the intended path.

Node-path-oriented criteria require the achievement of a specific node and, the execution of a specific path through the control flow graph, starting from that node. The objective function is a combination of node-oriented and path-oriented calculation. The individuals which do not reach the initial node are treated as the same way described for node-oriented criteria.

Finally node-node-oriented criteria aim to execute program paths that cover certain node combinations on the control flow graph in a pre-determined sequence, without specifying a concrete path between nodes. The objectives function is a cumulative node-oriented strategy.

2.3.4 Normalized functions

For structural criteria, different heuristic have been designed to help the search. The most common heuristic is a linear combination of approach level and branch distance. As said, test data generation requires a fitness function \( f \) to evaluate test cases and usually this value should be minimized. If the target is covered during the execution of test case \( t \), the function value reaches the value 0 and the search ends.

It is widely recognized that the approach level has more informative content than branch distance. However, for some input vectors, the branch
distance reaches very high values, and this phenomenon alters the descriptive relation between approach level and branch distance. For this reason, a normalization of branch distance into the range $[0,1]$ is crucial. Arcuri [3] analyses the flaws of the common used normalization function, proposing a different one. He compares them through an empirical study. The most used function, proposed by Baresel [57] was the following:

$$\omega_0(x) = 1 - \alpha^{-x}$$

where $\alpha$ is a constant that need to be set and $x$ is the value to be normalized. A typical value is $\alpha = 1.001$ [57]. The different normalization function proposed by Arcuri [3] indeed is:

$$\omega_1(x) = \frac{x}{x + \beta}$$

where $\beta > 0$. Arcuri [3] compares them through an empirical study which shows that the new function $\omega_1$ is more robust to rounding errors and has lower computational cost. The optimal choice of $\beta$ is problem dependent but a common setting is $\beta = 1$.

### 2.3.5 Existing tools

Despite the large number of publications on Search-Based Software Testing, there remain few publicly available tools. To evaluate the applicability of different approaches, many tools were developed in the past, as TESTGEN [15], QUEST [8], ADTEST [19] or GADGET [44]. Unfortunately these tools are nowadays outdated, and, moreover, source code or binary is not available.

A recent and promising tool for automatically generating software test data, using search-based approaches is IGUANA [41]. Its fitness function is calculated by combining a branch distance measure with the approach level heuristic. Obviously, the goal of the search is to find the global minimum of the fitness function, i.e. zero. The approach level is a measure of how many control dependent nodes were not encountered in the path executed by the input vector. The branch distance indeed, expresses the closeness of an input
In order to cover a particular branch in a unit under test, the goal is to construct an input vector which drives the execution of the program down the branch of interest. The test object is instrumented to return fitness information so search can use this heuristic to explore promising areas of the input domain. Figure 2.6 describes the entire behaviour of IGUANA.

In the instrumentation phase, each branching condition is replaced by a function call with two parameters, that replace the original one; obviously the instrumentation does not alter the code behaviour. The first parameter refers to the control flow graph node ID of the decision statement. The second represents the original boolean condition (the behaviour is correctly preserved). The instrumentation traces the execution of decision nodes and their outcome, i.e. branch distances, enabling the computation of approach level and branch distance.

Lakhotia et al. [36] recently propose an open source, search-based testing tool for C language called AUSTIN (AUgmented Search-based TestINg). It supports and uses three different search algorithms: the random search, the hill climbing in the form of the Alternating Variable Method, and a hill climb-
augmented with symbolic execution in order to handle constraints over pointer inputs to a function. The search is guided by the objective functions defined by Wagener et. al. [57].
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Search-based test data generation approaches

The final goal of automated structural testing is the derivation of test cases from the internal structure of the software under test, with the goal of maximizing the chosen coverage criterion. Coverage is the extent that a structure has been exercised as a percentage of items being covered. If coverage does not reach 100%, then more tests may be designed to test those items that were missed and therefore, increase coverage. There are some different coverage criteria, the main ones being:

- **statement coverage**: can only report whether a statement has been executed or not;
- **branch coverage**: aims to ensure that each one of the possible branch from each decision point is executed at least once;
- **condition coverage**: requires enough test cases such that each condition in a decision takes on all possible outcomes at least once;
- **path coverage**: test suite is executed in such a way that every path is executed at least once.

As seen in section 2.3, structured-oriented approaches uses the *divide et impera* technique to obtain full coverage and performs a separate search for each
intermediate objective required by the chosen coverage criterion, branches in branch coverage, code statements in statement coverage and so on.

This chapter introduces the current approach used in OCELOT, that has been proposed in Scalabrino’s master thesis work [51]. This technique attempts to achieve the full branch coverage, trying to cover a set of linearly independent paths (see subsection 3.1.1). After this first step, the algorithm targets all previously uncovered branches with the aim to increase the coverage as possible. Then, the chapter describes two of most interesting novel approaches for automated test cases generation which has been recently proposed in latest literature. The first identified approach, proposed by Panichella et al. [47], proposes to address the branch coverage problem as a many-objective optimization problem, instead of a single-objective search performed multiple times, changing the target each time. A second approach, proposed by Harman et al. [27], focuses on control dependence graph analysis in order to maximise the amount of structural collateral coverage, reducing the number of test cases without loss of coverage. Both approaches have been implemented and evaluated in OCELOT with the aim to improve the effectiveness and the performance of the algorithm based on basis paths currently used in OCELOT.

3.1 McCabe’s basis paths-based approach

As said before, a common problem of the structure-oriented approach is the selection of the intermediate objectives; the final aim is an overall level of coverage which is achieved through the coverage of this objectives. In the structural testing area, an intermediate target refers to any element, or set of elements, of a given program representation model, usually a control flow graph. A control flow graph (CFG) for a program $P$ is a direct graph $G = (N, E, s, e)$ where $N$ is a set of nodes, $E$ is a set of edges, and $s$ and $e$ are entry and exit nodes, respectively. Each node $n \in N$ is a statement in the program, while each edge, $e = (n_i, n_j) \in E$, represents a transfer of control from node $n_i$ to node $n_j$. Nodes corresponding to decision statements
(for example, an if or a while statement) are referred to as branching nodes. Outgoing edges from these nodes are referred to as branches. The condition determining whether a branch is taken is referred to as the branch predicate.

OCELOT defines and implements a novel approach [51] that uses as target both the McCabe’s linearly independent paths and the single branches of the function under test. In order to understand that approach, the next paragraph reviews the concept of McCabe’s basis path.

### 3.1.1 McCabe’s linearly independent paths

The cyclomatic complexity is a software metric developed by Thomas J. McCabe in 1976 [39] in order to measure and control the number of paths through a program. However, this approach raises a huge problem: the calculation of the total number of possible paths through a structured program is impractical. For this reason, the cyclomatic complexity measure is defined in terms of basis paths that, when taken in combination, will generate every possible path.

In order to understand the metric, the following preliminaries from the graph theory will be needed.

**Definition 3.1.** In an undirected graph $G$, two vertices $u$ and $v$ are called connected if $G$ contains a path from $u$ to $v$; otherwise, they are called disconnected.

**Definition 3.2.** The cyclomatic number $V(G)$ of a graph $G$ with $n$ vertices, $e$ edges, and $p$ connected component is

$$V(G) = e - n + p$$
Figure 3.1: Original control flow graph (3.1a) and modified control flow graph (3.1b) with an additional edge from the exit node $f$ to the entry node $a$

**Theorem 3.3.** In a strongly connected graph $G$, the cyclomatic number is equal to the maximum number of linearly independent circuits.

The theorem 3.3 can be applied as follows. Given a program control flow graph, where each node corresponds to a block of code, it is assumed that each node can be reached by the entry node and each node can reach the exit node. With the connection of the exit node to the entry node, the graph becomes connected, i.e. there is a path joining any pair of distinct vertices, so the theorem 3.3 can be applied. The above concept can be seen in Figure 3.1; the figure on the left shows an example of control flow graph with an entry node $a$ and an exit node $f$, while the figure on the right shows the same graph with the addition of the dotted edge (10) from the exit to the entry node. The maximum number of linearly independent circuits in the graph is $9 - 6 + 2 = 5$.

According to the theorem 3.3, it is possible to choose a basis set of circuits that correspond to the paths through the program. For example, the set

$$\mathbb{B} = \langle abef \rangle, \langle abeabef \rangle, \langle abebebef \rangle, \langle acf \rangle, \langle adcf \rangle$$

refers to a set of basis paths for the program represented by the control flow
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A linear combination of $B$ will also generate any path. For example, the path $\langle abea(be)^3f \rangle$ can be generated as follow:

$$\langle abea(be)^3f \rangle = 2\langle abef \rangle - \langle abf \rangle$$

The McCabe’s baseline method is the approach used to determine a set of basis paths. It can be summarized in the following steps:

1. pick a baseline path that correspond to a normal execution; this baseline should have as many decisions as possible;

2. to get succeeding basis paths, retrace the baseline until a decision node is reached. Flip the decision (taking another alternative) and continue as much of the baseline as possible;

3. repeat this until all decisions have been flipped. Continue until $V(G)$ basis paths are reached;

4. if there aren’t enough decisions in the first baseline path, find a second baseline and repeat the steps 2 and 3.

3.1.2 Basis paths coverage

The first step of the described approach aims to reach the maximum coverage through the execution of every linearly independent path. As seen in section 3.1.1, the execution of the basis paths guarantees the maximum branch coverage. At first, according to the baseline method seen above, all basis paths are generated. Then, a genetic algorithm is used in order to search for the appropriate input vector which allows the execution of the current target path. In order to lead the search toward a possible solution, the fitness function defined by Wagener et. al. [57] for the path-oriented approaches is used. The fitness function for path-oriented methods consists of two components, the approximation level and the branch distance.

Approximation level Let an execution path the path executed through a control flow graph. Let $e_n = \{e_1, ..., e_{n+1}\}$ the set of executed nodes where $e_1$
refers to the start node, while \( e_{n+1} \) refers to the end node. The approximation level is calculated by considering all branching nodes where the target path and the execution path diverge. Let \( e^* = \{e^*_1, ..., e^*_n\} \) the set of nodes of the target path, the approximation level is calculated as follow:

\[
al(e^*_n, e_n) = |e^*_n - e_n|
\]

**Branch distance** Let \( D_{NN} \) the subset of the control flow graph nodes such that, \( \forall NN \in D_{NN}, e^*_e \ni E_\alpha = (NN, N_\alpha) \) and \( e_e \ni E_\beta = (NN, N_\beta) \), with \( E_\alpha \neq E_\beta \), i.e. the nodes whereas the paths \( e^*_n \) and \( e_n \) diverge. The branch distance relative to the execution path \( e_n \) and the target path \( e^*_n \) is calculated as follow:

\[
bd(e^*_n, e_n) = \sum_{NN \in D_{NN}} bd(NN)
\]

**Fitness function** Let \( T \) the target path and \( e_n \) the execution path, the overall fitness function is defined as follow:

\[
f(e_n, T) = al(e_n, T) + \text{normalized } bd(e_n, T)
\]

For this approach, the normalization function proposed by Arcuri [3] (see subsection 2.3.4 for more details) has been used.

Figure 3.2 shows an example of the fitness function calculation for the input vector \( a = 5, b = 7, c = 4 \). Grey nodes refers to the target path, while dashed nodes refers to the execution path. Since there are 2 nodes (nodes 1 and 5) which are in the target path and not in the execution path, the correspondent approximation level value is 2. The branch distance is calculated by adding the branch distances relative to the nodes where the paths diverge; in this example, the paths diverges in nodes 1 and 5.

Table 3.2.b reports the calculated distances for the branching nodes. So, the resulting branch distance is \( 2.5 + 1.5 = 4 \). In order to calculate the value of the objective function, the branch distance value is normalized and added
to the approach level. So,

\[ f(e_n, T) = \frac{4}{4+1} + 2 = 2.8 \]

### 3.1.3 Additional branch coverage

The approach based only on the basis paths presents some challenging problems. First of all, some paths could be hard to cover. Then, the problem of the infeasible paths must be addressed. Whenever the genetic algorithm fails to find the proper input needed to cover a specific target path, obviously the obtained level of coverage decreases.

In order to increase the overall branch coverage, once the search based on paths finishes, the algorithm identifies the uncovered branches and it

<table>
<thead>
<tr>
<th>Node</th>
<th>Choice</th>
<th>T</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>2.5</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>1.5</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 3.2: Example of fitness function calculation for a target path. Grey nodes refers to the target path, while dashed nodes refers to the execution path for the input vector \(a = 5, b = 7, c = 4\). The table on the right reports the choices done and the distances from true and false branches, for the function branching nodes.
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attempts to cover them. The fitness function defined by Wegener el. al. [57] and used in the work of Harman et. al. [27] has been used to lead the genetic algorithm.

**Approach level** Let $b_i$ the target branch and $t_i$ the correspondent source node. The *approach level* is achieved by counting the number of unexecuted nodes on which $t_i$ is control dependent (see definition 3.11). It is important to notice that $t_i$ is necessarily a branching node.

**Branch distance** Let $p_i$ the last predicate executed on a subpath from the start node to the target, i.e. the closer node to $t_i$. Here, it is possible to distinguish two different cases:

<table>
<thead>
<tr>
<th>Node</th>
<th>Choice</th>
<th>T</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>2.5</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>1.5</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 3.3: Example of fitness function calculation for a target branch. Grey nodes refers to the execution flow for the input vector $a = 5, b = 7, c = 4$. The target branch (in bold) is the branch 5T. The table on the right reports the choices done and the distances from true and false branches, for the function branching nodes.
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• \( p_i \neq t_i \);
• \( p_i = t_i \).

In the first case, if \( p_i = t_i \), the resulting branch distance refers to the branch distance relative to the target \( b_i \); otherwise, it refers to the branch distance relative to the node \( p_i \).

Fitness function The fitness function for covering a target branch is the following,

\[
f(b_i) = al(b_i) + \text{normalized } bd(b_i)
\]

where the normalized function is the same function proposed by Arcuri [3] seen above.

Figure 3.3 shows an example of fitness function calculation for a target branch. Notice that the input vector is the following: \( \langle a = 5, b = 7, c = 4 \rangle \). The grey nodes refers to the execution path, while the target branch is the true branch from the node 5. The nodes on which the target source node (the node 5) is control dependent are the node 0 and the node 1, which have been both executed. So, the resulting approach level is equal to 0. The branch distance, indeed, is directly obtained from the correspondent true distance of the node 5, so it is equal to 2.5. The resulting objective function is calculated by summing the approach level value and the normalized branch distance:

\[
f(e_n, T) = \frac{1.5}{1.5 + 1} + 0 = 0.6
\]

3.2 MOSA: a Many-Objective Sorting Algorithm

Branch coverage problem can be described as: find a set of test cases which maximize the number of covered branches in code under test. With this approach, a typical solution can be summarized in the following steps:

• enumerate all targets (branches);
• perform a single-objective search multiple times, for each target, until all targets are covered or the total search budget (time or maximum number of iteration) is consumed;

• combine all generated test case in a single test suite.

However, this strategy presents several issues [18], such as the different effort needed to cover different targets, or a target infeasibility. To overcome these limitations, recently Fraser and Arcuri [18] have proposed an approach, called whole suite which combine the fitness function of every single branch into an aggregate test suite-level fitness, considering all testing goals simultaneously. In this approach, they refer to a candidate solution as a test suite instead of a single test case.

Starting from this idea, Panichella et al. [47] propose to consider branch coverage problem directly as a many-objective optimization problem, instead of aggregating multiple objectives into a single values, like whole suite approach. In this reformulation, a test case become a candidate solution, while fitness is evaluated according to all branches at the same time. They introduce a novel many-objective algorithm, named MOSA (Many-Objective Sorting Algorithm) which applies the above reformulation. This approach produces better results compared than whole suite, i.e. a higher coverage or, with the same achieved coverage, a faster convergence [47].

3.2.1 Problem reformulation

As said before, Panichella et al. reformulate the branch coverage criterion as a many-objective optimization problem, where the objective functions to be minimized are the branch distances of all the branches in the test object. In more formal terms, the reformulation proposed is the following:

**Problem 3.4.** Let $B = \{b_1, b_2, ..., b_m\}$ be the set of branches of the test object. Find a set of non-dominated test cases $T = \{t_1, t_2, ..., t_n\}$ that minimize the
fitness functions $\forall b_i \in B$, i.e. minimizing the following $m$ objectives:

$$
\begin{align*}
\min f_1 &= al(b_1, t) + d(b_1, t) \\
\min f_2 &= al(b_2, t) + d(b_2, t) \\
& \vdots \\
\min f_m &= al(b_m, t) + d(b_m, t)
\end{align*}
$$

where $d(b_i, t)$ refers to the normalized branch distance of test case $t$ for branch $b_i$, while $al(b_i, t)$ refers to the corresponding approach level.

It is important to notice that, in this technique, the approach level and the branch distance are calculated in the same way as seen in subsection 3.1.3.

In contrast with whole suite, this reformulation provides a candidate solution as a test case instead of a test suite and its fitness is evaluated calculating branch distance and approach level for each branch in test object. So, in this approach, a fitness vector $\langle f_1, ..., f_m \rangle$ of $m$ values represents the overall evaluation of a solution.

In order to understand the evaluation mechanism in many-objective optimization, it is necessary to introduce the definitions of Pareto dominance and Pareto optimality [10].

**Definition 3.5.** A test case $x$ dominates another test case $y$ (also written $x \prec y$) if and only if the values of the objective functions satisfy the following conditions:

$$
\forall i \in \{1, ..., m\}, \quad f_i(x) \leq f_i(y)
$$

and

$$
\exists j \in \{1, ..., m\} \text{ s.t. } f_j(x) < f_j(y)
$$

**Definition 3.6.** A test case $x^*$ is Pareto optimal if and only if it is not dominated by any other test case in the space of all possible test cases.

To put it in a nutshell, definition 3.5 indicates that $x$ dominates $y$ if and only if $x$ is better on one or more objectives and it is not worse for the
remaining; definition 3.6 indeed, refers to a set of optimal test cases which are non-dominated by any other possible test case.

Figure 3.4 shows an example of Pareto optimal front and dominance relations in a two-objective space for a problem with two different criteria. In the figure, points $S_1$, $S_2$ and $S_3$ lie on the pareto front, while $S_4$ and $S_5$ are dominated.

Usually, in multi-objective problems, a solution leads to a set of Pareto-optimal solutions which corresponds to trade-offs in the feasible region. However, considerations among trade-offs in the context of structural testing are totally useless since the final goal is to find only the solutions (test cases in this context) which contribute to maximize the total coverage. In other words, we are looking for solutions having at least one objective function equal to zero, i.e. $f_i(t) = 0$. Conceptually, these test cases intersect one or more of the $m$ Cartesian axes of the vector space; they represent a sub-set of the Pareto-optimal solution and they probably should be included in the final test suite.
3.2.2 The algorithm

Previous works on many-objective optimization demonstrated that many multi-objective algorithms, such as NGSA-II (Non-dominated Sorting Genetic Algorithm II) [11] or SPEA2 (Strength Pareto Evolutionary Algorithm) [64] are not effective in solving optimization problems with a significant number of objectives, typically just more than three [47].

To overcome this limitation, new algorithms have been proposed in last years. For example, Laumanns et al. [37] proposed the usage of an $\epsilon$-dominance relation instead of the classical one; Zitzler and Künzli [65] proposed the usage of the hypervolume indicator instead of the Pareto dominance when selecting the best solution to form the next generation; Yuan et al. [61] indeed, proposed $\theta$-NGSA-III, an improved version of the classical NGSA-II, where the non-dominated sorting scheme is based on the concept of $\theta$-dominance to ensure convergence and diversity.

However, all algorithms mentioned presents two main limitations: they have been used mostly for problems with less than 15 objectives (typically in structural testing the overall number of objectives could be much bigger) and they have been designed to produce a set of optimal trade-offs between different optimization goals. As explained in section 3.2.1, in structural testing we are interested in finding only the test cases that intersect with any of the $m$ Cartesian axes in the vector space (a sub-set of the optimal solutions), so considering trade-offs is useless, except for maintaining diversity, and not all Pareto optimal test cases have a practical utility.

Preference criterion

Previous research [38] revealed that many-objective problems present a huge challenge: increasing the number of objectives, the proportion of non-dominated solutions increases exponentially. In this scenario, assigning a preference among individuals for selection purpose become almost impossible and the overall search process become equivalent to a random one [38].

So, with the aim to determine a domain specific order of preference over non-dominated test cases, Panichella et. al. [47] proposes a novel preference
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criterion:

Definition 3.7. Given a branch \( b_i \), a test case \( x \) is preferred over another test case \( y \) (also written \( x \prec_{b_i} y \)) if and only if the objective function for \( b_i \), satisfies the following condition:

\[
f_i(x) < f_i(y)
\]

where \( f_i(x) \) refers to the objective score of test case \( x \) for branch \( b_i \).

They refer to the best test case for the one preferred over all the others for a given branch, i.e. \( x_{\text{best}} \prec_{b_i} y, \forall y \in T \). When there are multiple test cases with the same minimum fitness value for a given branch, Panichella et al. [47] use the test case length as a secondary preference criterion. Since OCELÒT has been designed for C language, each test case trivially has no length, so this criterion is not applicable. Since the authors refer to Java language, they define this secondary criterion because, in their case, a test case is composed by a set of lines of code (usually object allocations and method calls instructions) testing a given class; in this scenario it is trivial to choose the shorter between two test cases with the same fitness value. The set of best test cases across all uncovered branches define a subset of Pareto front that has higher priority and higher probability to be selected for the next generation than the other non-dominated test cases.

Algorithm 4 shows pseudo-code for the preference criterion above. As said before, this criterion provides an efficient way to rank test cases in a set of non-dominates ones, increasing the selection pressure giving higher priority to best test cases. Lines from 2 to 6, determine the test case with the lowest objective score, calculated summing branch distance and approach level, for each \( b_i \), i.e. for each uncovered branch. The resulting test case represent the closest ones to cover \( b_i \). The algorithm assigns rank 0 to these candidate solutions, inserting them into the first non-dominated front \( F_0 \). This technique, named elitism, allows the solutions that have been inserted in this first front, to be selected with higher probability for the next generation. The remaining test cases are ranked according to the traditional non-dominated sorting algorithm used by NGSA-II [11].
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Algorithm 4: Preference-Sorting Algorithm

Input: $T$: a set of candidate test cases
Result: $F$: non-dominated ranking assignment
begin
1 $F_0$ /* first non-dominated front */
2 for $b_i \in B$ and $b_i$ is uncovered do
3 /* for each uncovered branch, select the best test case according to the preference criterion */
4 $t_{best} \leftarrow$ test case with minimum objective score for $b_i$
5 $F_0 = F_0 \cup \{t_{best}\}$
end
6 $T \leftarrow T - \{t_{best}\}$
7 if $T$ is not empty then
8 $G \leftarrow T$
9 FAST-NONDOMINATED-SORT($T, \{b \in B|b \text{ is uncovered}\}$)
10 $d \leftarrow 0$ /* first front in $G$ */
11 for all non-dominated fronts in $G$ do
12 $F_{d+1} \leftarrow G_d$
end
end
end

The routine FAST-NONDOMINATED-SORT, whose pseudo-code is provided in Algorithm 5, ranks the test cases not assigned to the first front. It is important to notice that, differently from NGSA-II implementation, in MOSA this step start with a rank equal to 1, because the rank 0 is designed for those solutions selected by the novel preference criterion.

FAST-NONDOMINATED-SORT routine requires $O(MN^2)$ computation time. First, for each solution it calculates two entities: $n_p$, i.e. the number of solutions which dominate the solution $p$, and $S_p$, a set of solutions that the solution $p$ dominates. All solutions in the first non-dominated front have their domination count as zero. For each $p$ with $n_p = 0$, the algorithm visits each member $q \in S_p$ and reduces its domination count by one. In doing so, the algorithm puts any member $q$ whose the domination count become zero, in the list $Q$; these solutions belongs to the second non dominated front. This process continues until all fronts are identified.
Algorithm 5: Fast-Non-Dominated-Sort Algorithm

Data: P: a set of candidate test cases

```plaintext
foreach p ∈ P do
    S_p = 1
    n_p = 0
    foreach q ∈ P do
        if p ≺ q then
            // if p dominated q */
            S_p = S_p ∪ {q}
            // add q to the set of solutions dominated by p */
        else if p ≻ q then
            // increment the domination counter of p */
            n_p = n_p + 1
        end
    if n_p = 0 then
        // p belongs to the first front */
        p_rank = 1
        F_1 = F_1 ∪ {p}
    end
end
```

It is also important to notice that the FAST-NONDOMINATED-SORT routine in MOSA algorithm assigns the ranks by considering only the non-dominance relation for the uncovered branch, focusing the search toward the interesting sub-region of the search space.

A graphical interpretation In order to better understand the proposed preference criterion, a graphical comparisons between MOSA ranking algorithm and traditional ranks assignment may be necessary. Let us consider the example program shown in Listing 3.1.

Let us assume that the uncovered targets are the true branch from node 2 to node 3 and the true branch from node 4 to node 5, whose predicates are \((a==b)\) and \((b==c)\) respectively. The corresponding many-objective op-
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```c
int example (int a, int b, int c) {
    if (a == b)
        return 1;
    if (b == c)
        return -1;
    return 0;
}
```

Listing 3.1: Example program

The optimization problem has two residual goals, namely:

$$
\begin{align*}
    f_1 &= a(b_1) + d(b_1) = \text{abs}(a - b) \\
    f_2 &= a(b_2) + d(b_2) = \text{abs}(b - c)
\end{align*}
$$

Since there are two remaining goals, any solution produced corresponds to a single point in a two-dimensional search space which reports the objective functions $f_1$ and $f_2$ on the horizontal and vertical axis, respectively. Figure 3.5a and 3.5b shows the search space above. First, let us consider the scenario in Figure 3.5a: no test case represents a solution which can cover the two remaining branches, trivially because any solution intersects a Cartesian axis, i.e. $f_1$ and $f_2$ are greater than 0 for all test cases. Using the traditional nondominance relation, all solutions, corresponding to the black points in figure

(a) Ranking based on the traditional non-dominance relation

(b) Ranking based on the MOSA preference criterion

Figure 3.5: Comparison between the non-dominated ranks assignment obtained by the traditional non-dominated sorting algorithm and the ranking algorithm based on preference criterion proposed in MOSA algorithm
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3.5a are non-dominated and form the first non-dominated front $\mathbb{F}_0$. However, even if some test cases are closest to the axes (for example, the test case A is closer to cover the branch $b_2$ than other solutions in $\mathbb{F}_0$), all solutions in first non-dominated front have the same probability to be selected to form the next generation. Since there is no preference among solutions in $\mathbb{F}_0$, it might happen than test case A, which is a better solution for branch $b_2$, is not kept for the next generation, while other test cases less useful in $\mathbb{F}_0$ are preserved. Several studies [38] show that this scenario is common in problems where the number of non-dominated solutions increases with the number of objectives.

The preference criterion proposed by Panichella et. al. [47] addresses this problem distinguishing between solutions in a set of non-dominated ones. Figure 3.5b shows the same example scenario, ranking the test cases with this novel criterion: it gives higher priority to test case A and B, guaranteeing their survival in the next generation. In fact in this case, unlike traditional non-dominance relation, the first non-dominated front $\mathbb{F}_0$ contains only test cases A and B that are the closest to the Cartesian axes, while other test cases are assigned to successive fronts.

MOSA: a New Many Objective Sorting Algorithm

Algorithm 6 shows the high level description of the MOSA algorithm. It starts with an initial set of randomly generated test cases that forms the initial population (see line 3 of Algorithm 6). In order to evolve this initial population towards better test cases, the algorithm needs to produce a series of generations. Doing this, MOSA first creates offsprings, i.e. new test cases, combining two selected ones, called parents, of current generation, using the crossover operator and randomly modifying test cases using a mutation operator (line 6 of Algorithm 6). Then, a new population is generated performing a selection from parents and offspring, considering both the non-dominance relation and the proposed preference criterion, as previously discussed (line 8 of Algorithm 6). As seen before, the PREFERENCE-SORTING function, which can be seen in Algorithm 4, assigns rank 0 (inserting them into the first non-dominated front $\mathbb{F}_0$) to test cases with the lowest objective score for
Algorithm 6: MOSA

Input: $B = \{b_1, ..., b_m\}$: the set of branches of a program
Population size $M$

Result: A test suite $T$

begin
1 $t \leftarrow 0$  /* current generation */
2 $P_t \leftarrow \text{RANDOM-POPULATION}(M)$
3 archive $\leftarrow \text{UPDATE-ARCHIVE}(P_t)$
4 while not (search budget consumed) do
5     $Q_t \leftarrow \text{GENERATE-OFFSPRING}(P_t)$
6     $R_t \leftarrow P_t \cup Q_t$
7     $F \leftarrow \text{PREFERENCE-SORTING}(R_t)$
8     $P_{t+1} \leftarrow \emptyset$
9     $d \leftarrow 0$
10    while $|P_{t+1}| + |F_d| \leq M$ do
11        $P_{t+1} \leftarrow P_{t+1} \cup F_d$
12        $d \leftarrow d + 1$
13    end
14    $\text{Sort}(F_d)$  /* according to the crowding distance */
15    $P_{t+1} \leftarrow P_{t+1} \cup F_d[1 : (M - |P_{t+1}|)]$
16    archive $\leftarrow \text{UPDATE-ARCHIVE}(\text{archive} \cup P_{t+1})$
17    $t \leftarrow t + 1$
18  end
19 $T \leftarrow \text{archive}$
end

Each uncovered branch $b_i$, and then it ranks the remaining test cases assigning
them to successive fronts.

Once a rank is assigned to all candidates, the crowding distance [11]
is used. The crowding distance is a measure of how close an individual
is to its neighbours. Large average crowding distance will result in better
diversity in the population, which represent a key factor to avoid premature
convergence toward suboptimal solutions [31]. So, this measure is used in
order to make a decision about test case selection: a higher distance from the
rest of the population gives higher probability to be selected. The algorithm
7 outlines the crowding-distance computation procedure of all solutions in a
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Algorithm 7: Crowding distance assignment

crowding-distance-assignment(I):
    $l = |I|$; /* number of solutions in $I$ */
    foreach $i$ do
        set $I[i]_{distance} = 0$; /* initialize distance */
    end
    foreach objective $m$ do
        $I = sort(I, m)$; /* sorting using each objective value */
        $I[1]_{distance} = I[l]_{distance} = \infty$; /* boundaries always selected */
        for $i = 2$ to $(l - 1)$ do /* for all other points */
            $I[i]_{distance} = I[i]_{distance} + (I[i + 1].m - I[i - 1].m)/(f_{max}^m - f_{min}^m)$;
        end
    end

non-dominated set $I$.

To get an estimate of the density of solutions surrounding a particular one, it needs a quantity, $i_{distance}$ which refers to the average distance of two points on either side of these points along each of the objectives. Namely, this quantity estimates the perimeters of the cuboid formed using the nearest neighbours as vertices. Figure 3.6 shows the concept above for the $i$th solution in its front; the crowding distance is the average side length of the cuboid shown with a dashed box.

The crowding-distance first requires sorting the population according to each function value in ascending order of magnitude. Thereafter, for each objective function, the boundary solutions are assigned as infinite distance value. The algorithm assigns to all intermediate solutions a distance value equal to the absolute normalized difference in the function values of two adjacent solutions. This calculation continues with other objective functions. The overall crowding-distance value is calculated as the sum of individual distance values corresponding to each objective. The final crowded-comparison operator works in the following way: between two solutions with differing non-domination ranks, it prefer the solution with lower one; otherwise, if both solutions belong to the same front, it prefers the solution located in a lesser crowded region.
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Figure 3.6: Crowding-distance calculation. Filled points are solutions of the same non-dominated front.

So, a combination of non-dominated sorting with the proposed \textit{preference criterion} and \textit{crowding distance sorting} allows to find the individuals to be selected for the next generation. Algorithm 6 performs this process in the loop at line 11 and in the following lines 15 and 16, adding as many test cases as possible to the next generation, until reaching the population size. It first selects test cases from $F_0$ and so on, not exceeding the population size. Then (lines 15-16), when the number of test cases selected is lower than $M$, it fills the next generation selecting the remaining test cases from the current front, according to a descending crowding distance order. Figure 3.7

\begin{algorithm}[h]
\begin{algorithmic}
\State \textbf{Input:} A set of candidate test cases $T$
\State \textbf{Result:} An archive $A$
\State $A \leftarrow \emptyset$
\For {$b_j \in$ uncovered branches}
    \State $t_{\text{best}} \leftarrow \emptyset$
    \State $\text{length}_{\text{best}} \leftarrow \infty$
    \For {$t_j \in T$}
        \State $\text{score} \leftarrow$ objective score of $t_j$ for branch $b_j$
        \State $\text{length} \leftarrow$ number of statements in $t_j$
        \If {$\text{score} == 0$ and $\text{length} \leq \text{length}_{\text{best}}$}
            \State $t_{\text{best}} \leftarrow \{t_j\}$
            \State $\text{length}_{\text{best}} \leftarrow \text{length}$
        \EndIf
    \EndFor
    \If {$t_{\text{best}} \neq \emptyset$}
        \State $A \leftarrow A \cup t_{\text{best}}$
    \EndIf
\EndFor
\end{algorithmic}
\caption{Update Archive}
\end{algorithm}
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Figure 3.7: Selection procedure for next generation shows the entire process of test cases selection.

The second peculiarity of MOSA algorithm over other many-objective algorithms, is the usage of a second population, called archive, that is used to track the best test cases which cover a branch in test object. In order to do this, at the end of each generation, the function UPDATE-ARCHIVE (Algorithm 8) updates the set of stored test cases which are candidates to form the final test suite. Since the MOSA algorithm was originally developed in order to test Java code and it was implemented in a prototype tool by extending the EvoSuite [18] test data generation framework, it also considers the length of test cases when updating the archive: for each covered branch \( b_i \) it stores the shortest test case covering \( b_i \) in the archive. Obviously, the correspondent OCELOT implementation of the UPDATE-ARCHIVE functions works a bit differently (see subsection 4.2.6 for more details).

3.3 CDG-based approach

In the last years, many search based approaches for test data generation addressed the problem of maximizing coverage on test objects. However, structural testing presents also another challenging problem, the oracle cost
reduction, i.e. the oracle definition for each test case in a test suite. While, for a system with precise models, checkable specifications or contract driven development, the oracle definition could be automatized, in many real cases this remain an illusion and usually system behaviour must be checked by human. This process forms a significant cost, called the oracle cost. The simplest way to reduce it consists of reducing the number of test cases generated. Harman et. al. \cite{27} introduce a new formulation of search based structural test data generation problem, in which the goal is to maximize coverage, while minimizing the number of test cases; they introduce three algorithms for addressing this re-formulation. The first algorithm, called Memory-based approach, is simply a codification of commons sense and it is used merely as a baseline against which to compare the other two algorithms. It simply records all branches hit by a test case that covers a particular branch of interest. The second algorithm, named Greedy-Approach, for each branch in the target program, first generates a set of test cases using a search algorithm. In a second stage, it applies a greedy-based test suite minimisation to the pool of test cases. This sections focuses on the third of these algorithms, a control dependence graph based test data reduction approach.

3.3.1 Background concepts

This subsection presents a brief recall about some static analysis techniques used in the presented approach. Below, some important definitions are enunciated.

**Definition 3.8.** A node $i$ dominates a node $j$ if and only if every path from the entry node to the node $j$ passes through node $i$.

**Definition 3.9.** A node $j$ post-dominates a node $i$ if and only if every path from the node $i$ to the exit node traverses the node $j$.

Note that this definition of post-dominance does not include the initial node on the path. In particular, a node never post-dominates itself.

**Definition 3.10.** A node $k$ post-dominates a branch $e = (i, j)$ if and only if every path from the node $i$ to the exit node through $e$ contains the node $k$.
Definition 3.11. A node \( j \) is control dependent on a node \( i \) if and only if the node \( i \) dominates the node \( j \) and the node \( j \) post-dominates one and only one of the branches of the node \( i \).

A Control Dependent Graph (CDG) represents a program as a graph in which the nodes are statements and predicate expressions and the edges incident to the node represent both the data values on which the node’s operations depend and the control condition on which the execution of the operations depends [16]. So a CDG is an intermediate program representation that captures control dependences, explicating both the data and control dependence for each operation in a program derived from the usual control flow graph. Since dependencies in the CDG connect computationally related parts of the program, many traditional optimizations operate more efficiently on it. It is important to notice that sibling nodes in a CDG, that belong to one parent node, connected through the same edge, must either have a dominance or post-dominance relationship between each other. This means that, if one of these nodes is executed, then the other sibling nodes must also be executed. Figure 3.8 shows a version of a triangle classification problem with its relative CFG, while Figure 3.9 shows the relative control dependence graph. For example, in the triangle program, node 23 in control dependent on node 21, which in turn is control dependent on node 14. Node 14 itself has no control dependencies, other than the entry node which causes the function to be executed.

As said previously, the most common fitness function for covering a target branch requires two components: an approach level and a branch distance. From definition 3.11 it is possible to describe the approach level as the number of unexecuted nodes on which the target node is control dependent. Branch distance indeed refers to the closeness in satisfying the last conditional expression executed on the path from the entry node to the target.
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```
int triangle(int a, int b, int c)
{
    int type;

    if (a > b) {
        int t = a; a = b; b = t;
    }

    if (a > c) {
        int t = a; a = c; c = t;
    }

    if (b > c) {
        int t = b; b = c; c = t;
    }

    if (a + b <= c) {
        type = NOT_A_TRIANGLE;
    } else {
        type = SCALENE;
        if (a == b && b == c) {
            type = EQUILATERAL;
        } else if (a == b || b == c) {
            type = ISOSCELES;
        }
    }

    return type;
}
```

Figure 3.8: A triangle classification program and its corresponding CFG

### 3.3.2 CDG-Based Test Data Reduction

Any standard SBST approach performs a distinct search process for each uncovered target. Clearly, this solution is not optimal from the point of view of reducing the number of test cases required to reach the highest coverage for the given test object. Harman et. al. [27] formalize the trivial idea to record also all branches hit by a test case that covers the target branch for which the search process has been performed.
Algorithm 9 shows the pseudo-code which formalizes this concept. Simply, $P(x)$ denotes all branches covered by the execution of the test object $P$ with the input $x$, which will correspond to a single test case. Whenever the program runs with the input $x$, specifically generated for the target $t$, the algorithm also removes from the set of remaining target, $U$, all branches collaterally covered by the execution of $P$ with input $x$; obviously those branches will not be targeted again, allowing to reduce the 1:1 ratio between targets and resulting test cases.

The CDG-based approach, in order to reduce the size of the resulting
Algorithm 10: CDG-based approach

Input: $P$: target program; $B$: set of all branches in $P$
Output: $C$: set of test cases

1. $U \leftarrow B$
2. $C \leftarrow \emptyset$
3. while $U \neq \emptyset$ do
   4. select a $t \in U$
   5. search for $x$ s.t. $t \in P(x)$ and maximizes $|P(x) \cap U|$
   6. if $x$ is found then
      7. $U \leftarrow U - P(x)$
      8. $C \leftarrow C \cup \{x\}$
   else
      9. $U \leftarrow U - \{t\}$
   end
4. return $C$

The test suite, uses the memory-based idea, but it also considers the amount of extra structural coverage that a solution can achieve. This approach is formalized in Algorithm 10. The main difference between this approach and the memory-based one is in line 5: the CDG-based approach focuses not only in achieving coverage for the target branch, but it continues its search, also after that $t$ has been covered, in order to maximise the amount of possible collateral coverage. Obviously, the overall algorithm is based on the control dependence graph [16] representation of test object, in order to calculate the correct amount of collateral coverage which can be achieved by an input $x$.

Harman et. al. [27] define an easy way to calculate the number of potentially coverable edges when targeting a specific edge $e$, first for program without loop and then, relaxing the definition, also for programs which contain loop control structures.

Coverable Branches First of all, it is possible to observe the Figure 3.10 in order to better understand how the Control Dependence Graph is used to calculate coverable branches; it shows the CFG and the CDG of the same program. In that figure, the edges which have been already covered are
coloured in grey, while edges to cover yet are coloured in black. Suppose that
the next target branch is 1F, i.e. the false branch from node 1 to node 3.
The set of target’s post-dominating nodes contains node 6 and the exit node;
the edges 1F, 3T and 3F are control dependent on node 1 and the edge 6F is
control dependent on node 6. It is important to notice that those branches
can be covered serendipitously [57] while targeting the branch 1F. Since, be-
ing mutually exclusive, with a single test case, only one branch between 3T
and 3F can be covered, the number of additional coverable branches when
attending the branch 1F is 2 (1F and either 3T or 3F).

Harman et. al [27] formalizes a recursive calculation for number of po-
tentially coverable edges. Suppose that $n$ refers to a node in a CDG program
representation and $M$ indicates the set of edges that are already covered.
Then, for branching nodes, $E$ represents the true and false branches, i.e.,
$E = \{e_t, e_f\}$; for $e \in E$, let $N_e$ be the set of nodes dominated by the edge
$e$ for the node $n$. In a similar way, let $L_e(n)$ be the number of potentially
coverable edges when targeting the edge $e$. This value can be recursively

![Figure 3.10: CFG (left) and CDG (right) that are used to show how coverable branches are calculated](image)
calculated as follow:

\[
L_e(n) = \begin{cases} 
0 & \text{if } n \text{ isn’t a branching node} \\
\sum_{n_i \in N_e} \max(L_{e_t}(n_i), L_{e_f}(n_i)) & \text{if } e \in M \\
1 + \sum_{n_i \in N_e} \max(L_{e_t}(n_i), L_{e_f}(n_i)) & \text{if } e \notin M
\end{cases}
\]

**Fitness Function for Collateral Coverage** Once the number of potentially coverable branches, a.k.a. \(L_e(n)\), is calculated, it is possible to formally express the collateral coverage calculation. Harman et. al [27] define the collateral coverage as follows:

\[
C(x, n, e) = \frac{|P(x) - M|}{L_e(n)}
\]

where \(x\) is the candidate input, \(e\) is the target branch and \(n\) is the source node of the edge \(e\). The numerator refers to the number of edges which are newly covered by the execution with the input \(x\). It is important to notice that the quantity \(|P(x) - M|\) is always less or equal than \(L_e(n)\) for programs without loops. This fact is true if the edges in CDG are targeted in top-down order: this implies that any newly covered edges by the input \(x\) is also control dependent on the target \(e\).

Using the above definition of collateral coverage, Harman et. al [27] formalize a new definition of the standard fitness function as follow:

\[
f(x, n, e) = al(x) + bd(x) + (1 - C(x, n, e))
\]

where \(f(x, n, e)\) represents the overall fitness function, \(al(x)\) refers to the approach level and \(bd(x)\) refers to the normalized branch distance. Despite this normalization seems to be less efficient [3], they normalize as follow:

\[
\text{normalize}(d) = 1 - 1.001^{-d}
\]

This fitness function is composed of two parts, the first which includes approach level and branch distance, and the second which refers to \(1 - C(x, n, e)\).
Obviously the objective is to minimize it; the function reaches the overall value zero when the input $x$ covers $e$ and achieves the maximum number of potentially coverable branches. It is important to notice that only the first part provides the guidance towards the target coverage, while the second part consists only in a measurement of the collateral coverage that has been achieved. So, the primary fitness function is alone applied until the original target is covered. Then, once the search finds a solution which achieve the target, the secondary fitness is applied in order to determine the best candidate according to the amount of collateral coverage achieved.

The definition of $L_e(n)$ relies on the assumption that a single execution can cover only the true or the false branch of a predicate node. Obviously this assumption is not valid for loop predicates or for predicates contained within a loop. In this case, a single execution can naturally execute both the true and false branch. This means that, in the above situation, since the numerator value $|P(x) - M|$ could be higher than $L_e(n)$, a resulting collateral coverage higher than 1 is possible. To avoid this problem, Harman et. al [27] relax the previous definition of $C(x, n, e)$ as follow:

$$C(x, n, e) = \begin{cases} 
1 & \text{if } |P(x) - M| > L_e(n) \\
\frac{|P(x) - M|}{L_e(n)} & \text{otherwise}
\end{cases}$$
Chapter 4

Tool architecture and implementation

The tools listed in section 2.3.5 present several problems which do not allow their usage in this work. For most of them, the source codes are not public available or only binaries are provided. Moreover, original developers are usually reluctant to grant the full usage of their software. The few open source codes found after a detailed research, although potentially very promising, are unusable for the purpose of this work, for some reasons. For example, some of them have been developed in an uncommon languages, e.g. Austin [36], which has been developed in OCaml.

For these reasons, in order to aid future experimental studies, a new tool has been implemented completely from scratch. The development process started after a detailed analysis of IGUANA’s [41] basis concepts. The tool is called OCELOT and its name originates from the ocelot, a feline which is a natural predator of iguana. It implements several approaches, including a technique based on McCabe paths coverage proposed by Scalabrino [51] in his work of master thesis, that is able to generate a test suite with the aim of obtaining the highest coverage on functions developed in C language. This approach represents the standard one used in OCELOT. As said, the aim of this work is to introduce and implement in OCELOT the latest methodologies raised by the most recent literature, in order to improve its effectiveness and
efficiency. OCELOT is developed in Java language. The high availability of open-source components needed to speed up the development processes addressed this choice.

This chapter describes the OCELOT architecture, its main components, and its execution process.

4.1 Open Source Components

The first step of OCELOT development process was an detailed investigation of all reusable components (library or framework) free available, useful to speed up the implementation. The following principal components have been identified: CDT for the analysis of C source codes, jMetal [14] to facilitating meta-heuristics development and jGraph which is a graph drawing open source component written in Java. Other minor libraries, such as Apache Common Maths, a library of mathematics and statistics components, have been used.

4.1.1 CDT

The C/C++ Development Toolkit (CDT) is a collection of Eclipse-based features that provides the capability to create, edit, navigate, build and debug projects that use C and/or C++ as a programming language. CDT offers many classes which can facilitate the static analysis of C source codes. In particular, the following CDT functionalities and components have been used:

- a parser able to extract the Abstract Syntax Tree from a specified piece of code. CDT also offers a mechanism based on the visitor pattern for the tree traversal of the AST;
- the association of entity with identifiers (binding);
- visitors for the AST translation into C source code.

First, the class GCCLanguage has been used to extract the abstract syntax tree for the specific function under test, starting from a C file and from all
CHAPTER 4. TOOL ARCHITECTURE AND IMPLEMENTATION

<table>
<thead>
<tr>
<th>Method</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>visit(IASTTranslationUnit)</td>
<td>Visits the root node in the physical AST. The translation unit represents a compilable unit of source</td>
</tr>
<tr>
<td>visit(IASTDeclaration)</td>
<td>Visits a declaration, such as a function or a variable definition</td>
</tr>
<tr>
<td>visit(IASTStatement)</td>
<td>IASTStatement is the root interface for statements. This method visits all kind of expressions, such as assignments or control structures</td>
</tr>
<tr>
<td>visit(IASTExpression)</td>
<td>Visits a general expressions, that is a piece of an instruction like a binary or unary expression (a condition) or a cast expression</td>
</tr>
</tbody>
</table>

Table 4.1: Principal method of ASTVisitor class

folders which contain the files to include (headers). The abstract syntax tree representation is crucial for a easily analysis of the program. In particular, OCELOT uses the abstract syntax tree in order to perform two crucial tasks, the control flow graph generation and the code instrumentation. With this aim, OCELOT extends the IASTVisitor class in order to define specific visitors which implement the methods that will be called during the visit of specified abstract syntax tree element. Table 4.1 shows the main methods defined for the different concrete AST nodes.

Each visitor that has been used to instrument the code, needs to analyse the specific type of variable used in encountered instructions; CDT provides some useful utilities to facility this task: during the abstract syntax tree generation process, CDT performs a partial static code analysis and binding.

CDT also provides a very useful class, ASTWriter, which allows to transform the abstract syntax tree into the correspondent source code. This utility has been crucial, essentially because the code instrumentation process requires some AST modifications. The C code is written from the modified abstract syntax tree with a call to the write() method of a ASTWriter instance.
4.1.2 jMetal

jMetal stands for *Meta-heuristic Algorithms in Java* [14] and it is an object-oriented Java-based framework for mono/multi-objective optimization with meta-heuristic techniques. jMetal provides a rich set of classes which can be used as the building blocks of various techniques, taking the advantages of code-reusing and facilitating the implementation of new kind of operators or algorithms.

jMetal was chosen after a detailed evaluation of its characteristics; it is developed with the aim to be simple and easy to use, portable (is written in Java), flexible and extendible. Other reasons can be summarized in the following:

- **Simplicity and easy-to-use.** The base classes like `Solution`, `SolutionSet`, `Variable` and their operations are intuitive and, as a consequence, easy to understand and use. Furthermore, the framework includes the implementation of many meta-heuristics, which can be used as templates for developing new techniques;

- **Flexibility.** On the one hand, jMetal incorporates a simple mechanism to execute the algorithms under different parameter settings, including algorithm-specific parameters as well as those related to the problem to solve. On the other hand, issues such as choosing a real or binary-coded representation and, accordingly, the concrete operators to use, should require minimum modifications;

- **Portability.** The use of Java as a programming language allows to fulfil this goal;

- **Extendibility.** New algorithms, operators, and problems can be easily added. All specific problems inherit from the class `Problem`, so a new one can be created just by writing the methods specified by that class.

A UML class diagram representing the main jMetal components and their relationships is depicted in Figure 4.1.
The basic architecture of jMetal relies in that an Algorithm solves a Problem using one (and possibly more) SolutionSet and a set of Operators objects. In the context of evolutionary algorithms, population and individuals corresponds to SolutionSet and Solution jMetal objects, respectively.

Encoding of Solutions
Defining how to encode or represent the candidate solutions of the problem to solve is a crucial decision when using meta-heuristics. Obviously, representation strongly depends on the specific domain problem and also determines the operations that can be applied.

A Solution is composed by a set of Variable objects, which can be
of different types (binary, real, integer, etc.), plus an array to store fitness values. Each Solution has an associated type (the SolutionType). The mechanism allows to define the variable types of the Solution and creating them, simply by using the createVariables() method.

This encoding solution is very simple and easily allows to define more complex representations, mixing different variable types, that could be useful for particular problems.

Operators

Meta-heuristic techniques are based on modifying or generating new solutions from existing ones by means of the application of different operators. In jMetal, any operation altering or generating solutions inherits from the Operator class, as can be seen in Figure 4.1.

Besides allowing the definition of custom new operators, jMetal already incorporates a large number of operators, which can be classified into four different categories:

- **Selection.** This kind of operator is used to perform the selection procedures in many evolutionary algorithms. An example of selection operator is the *binary tournament*;

- **Crossover.** Represents the classic recombination or crossover operators used in evolutionary algorithms literature. Some of the included operators are the *simulated binary crossover* [12] and the *two-points* crossover for real and binary encodings, respectively;

- **Mutation.** Represents the mutation operator used in evolutionary algorithms. Examples of included operators are *polynomial mutation* [12] and *bit-flip mutation* for real and binary encodings, respectively;

- **LocalSearch.** Represents local search procedures.

Each operator defines the setParameter() and getParameter() methods, which are used in order to add and access to an specific operator parameter, e.g. the crossover probability. The operators can also receive their parameters by passing them as an argument when the operator object is created.
Problems

As said before, in jMetal, all the problems inherit from class Problem. This class defines two basic methods: evaluate() and evaluateConstraints(). Both methods receive a Solution, which represents a candidate solution for the specific problem; the first one evaluates it, and the second one determines the overall constraint violation of this solution. All the problems have to define the evaluate() method, while only problems having side constraints need to define evaluateConstraints().

Algorithms

The last core class showed in Figure 4.1 is Algorithm, an abstract class which must be inherited by the meta-heuristics included in the framework and by all other ones that need to be implemented. In particular, the abstract method execute() must be defined; this method is intended to run the algorithm, and it returns a SolutionSet as result.

4.2 System architecture

A preliminary system design was the first necessary phase of the OCELOT building process. A good design phase is crucial because it allows to identify potential critical issues. In particular, in this first phase, the entire system has been decomposed into various subsystems, allowing parallel development and ensuring some architectural qualities such as abstraction, good insulation from change and replaceable implementation.

OCELOT is composed by 9 core subsystems which can be seen in Figure 4.2. This section describes in detail all OCELOT components.

4.2.1 Control flow graph generation

The control flow graph generator is an OCELOT core component. This process needs several classes to be accomplished; the most important ones are the following:
• **CFGVisitor**: an *abstract syntax tree* visitor which allows to generate the *control flow graph* of a function under test;

• **CFG**: the object which represents and implements a *control flow graph*. This class uses the jGraph library to handle the graph.

OCELOT builds the *control flow graph* in an incremental way: the first step is a depth-first search on the *abstract syntax tree*; then the process continues with the creation of sub-graphs generated by the simpler instructions. Each sub-graph is identified by:

• a list of input nodes, which represents the graph entry nodes;

• a list of output nodes, which represents the graph exit nodes;

• additional lists of case and cycle nodes for *switch* and for *break, switch*, and *continue*, respectively.
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```c
if (a > 10) {
    b = 11;
} else {
    b = 10;
}
```

Listing 4.1: Code example

This process can be described considering the piece of code in Listing 4.1. The first step is the creation of the two sub-graphs for lines 2 and 4. The two resulting graphs will have the same lists of input and output nodes, i.e. the node itself. Table 4.2 shows this partial result.

<table>
<thead>
<tr>
<th>List</th>
<th>Sub-graph A</th>
<th>Sub-graph B</th>
</tr>
</thead>
<tbody>
<tr>
<td>input</td>
<td>b = 11</td>
<td>b = 10</td>
</tr>
<tr>
<td>output</td>
<td>b = 11</td>
<td>b = 10</td>
</tr>
</tbody>
</table>

Table 4.2: Partial result after the creation of the two sub-graph from the instructions $b=11$ and $b=10$

Table 4.3 shows indeed the result after the visit of the entire control structure. The resultant graph is showed in Figure 4.3; obviously it may be used itself as sub-graph in an incremental way, from another parent.

<table>
<thead>
<tr>
<th>List</th>
<th>Sub-graph C</th>
</tr>
</thead>
<tbody>
<tr>
<td>input</td>
<td>a &gt; 0</td>
</tr>
<tr>
<td>output</td>
<td>A and B outputs $[(b=11), (b=10)]$</td>
</tr>
</tbody>
</table>

Table 4.3: Result from the entire if structure, given the two graphs A and B

A label describes the type of every edge in the graph. All edges are classified into four categories:

- **Flow.** An edge which is inevitably covered when the execution reaches its source node. It starts from a node with outdegree 1;
• **True.** An edge which start from a branching node; its source node must have an outgoing edge label with *False*;

• **False.** An edge which start from a branching node; its source node must have an outgoing edge label with *True*;

• **Case.** An edge starting from a switch node; its source node has an *outdegree* greater than 0 and it has only Case outgoing edges. In this case, the label reports also information about target node (a Case expression).

### 4.2.2 Code instrumentation

Code instrumentation is the most critical task in OCELOT; this is due to the huge variance of possible cases, combinations and types to consider. Code instrumentation provides a way to:

- trace all non-trivial events (i.e. all decisions taken in correspondence of a predicate);
- calculate *branch distance* values (section 2.3.3 for more details).

First of all, the following C functions needed to instrument the code have been defined and implemented:

- `_f_ocelot_trace`: adds a non-trivial event to the correspondent list;
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Function Description

_\texttt{f\_ocelot\_trace}\_ 
Traces an events and records distances

_\texttt{f\_ocelot\_trace\_case}\_ 
Traces an event which refers to a case instruction. It records distance from true branch and a flag which indicates that the branch has been covered

_\texttt{f\_ocelot\_eq\_numeric}\_ 
Calculates the distance from the fulfilment of condition \( a == b \)

_\texttt{f\_ocelot\_gt\_numeric}\_ 
Calculates the distance from the fulfilment of condition \( a > b \)

_\texttt{f\_ocelot\_ge\_numeric}\_ 
Calculates the distance from the fulfilment of condition \( a \geq b \)

_\texttt{f\_ocelot\_neq\_numeric}\_ 
Calculates the distance from the fulfilment of condition \( a \neq b \)

_\texttt{f\_ocelot\_and\_numeric}\_ 
Calculates the distance from the fulfilment of condition \( a \land b \)

_\texttt{f\_ocelot\_or\_numeric}\_ 
Calculates the distance from the fulfilment of condition \( a \lor b \)

Table 4.4: Functions used in code instrumentation process in order to trace non-trivial events. For clarity, this table shows only functions for numeric expressions

- _\texttt{f\_ocelot\_XXX\_numeric}_: calculates the distance for a given predicate (where \texttt{XXX} corresponds to the various equals, greater, greater than and so on) which handles numeric expressions;

- _\texttt{f\_ocelot\_XXX\_pointer}_: calculates the distance for a given predicate which handles numeric pointer expressions.

Table 4.4 shows the main functions used in OCELOT to trace non-trivial events and to record the distances. The functions for \textit{less than} and \textit{less-equal than} operators have not been implemented because they can be obtained from the \textit{greater than} and \textit{greater-equal than} operators.

The entire process continues with the visit of the \textit{abstract syntax tree}; each branching condition is replaced by a call to the proper function which traces the relative event. For each event, the following field are recorded:

- a value choice, 0 for \texttt{false} and 1 for \texttt{true};

- distance from branching node \texttt{true} branch;
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- distance from branching node false branch.

So a tracing function needs three parameters: the value choice and two distances, from true and false branch, respectively. The original condition is used to trace the choice; the proper function traces the distance relative to original expression (so relative to true branch), while the distance from false branch is traced by the appropriate function for the expression made by the negation of original condition. The switch instruction requires a more complex instrumentation; in this case, \( n \) events are recorded, where \( n \) is the number of case instructions.

An example of code instrumentation output is shown in listings 4.2 and 4.3; listing 4.2 shows the original piece of code before the instrumentation process; listing 4.3, indeed, shows the final output.

```plaintext
Listing 4.2: Original code

if (a == b) {
    b = 11;
} else {
    b = 10;
}
```

```plaintext
Listing 4.3: Instrumented code

if (_f_ocelot_trace(
    a == 10,
    _f_ocelot_eq_numeric(a, 10),
    _f_ocelot_neq_numeric(a, 10))
) {
    b = 11;
} else {
    b = 10;
}
```

An example of code instrumentation output is shown in listings 4.2 and 4.3; listing 4.2 shows the original piece of code before the instrumentation process; listing 4.3, indeed, shows the final output.

1 if (a == b) {
2     b = 11;
3 } else {
4     b = 10;
5 }

Listing 4.2: Original code

1 if (_f_ocelot_trace(
2     a == 10,
3         _f_ocelot_eq_numeric(a, 10),
4         _f_ocelot_neq_numeric(a, 10))
5 ) {
6     b = 11;
7 } else {
8     b = 10;
9 }

Listing 4.3: Instrumented code
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With this information about control flow execution, the tracing function knows which decision nodes have been executed and also knows the correspondent outcome, i.e. the relatives as branch distances. Obviously, the entire process does not alter the behaviour of the program, but it only observe it.

4.2.3 Library compilation

From the instrumented code, it is possible to compile the C library which will be used by OCELOT through Java Native Interface (JNI). Some ad-hoc functions have been defined in order to allow the communication between Java code and the native library. The component which handles the build process consists in two distinct parts:

- Makefile generator: deals with the automated generation of the makefile, according to the underlying operative system;

- Compilation manager: defines some utility functions depending from the used C compiler; it deals to perform the build.

Multi-platform support has been the most challenging problem to address in this phase. This problem has been solved with a Bridge Design Pattern [20] (in Figure 4.4) that is an object structural pattern which allows to decouple an abstraction from its implementation. In OCELOT, a specific abstract class, JNIMakefileGenerator, has been defined: this class defines several abstract methods that must have implemented by every subclasses (see section 4.4 for more details). Several classes which implement the support to the makefile generator for a specific operative system (Mac OS X, Linux and Windows), have been implemented. When OCELOT has to build the library, a concrete instance of Builder class performs all necessary operations and generates the specific makefile from a concrete instance of JNIMakefileGenerator provided by the caller.
4.2.4 Simulation

The library generated as above, which contains the instrumented code, now could be called by the Java code through Java Native Interface. OCELOT, with a single method call, is able to execute the function under test, tracing all non-trivial events. A crucial component that, from the control flow graph and from the list of traced events, allows a simulation the execution, has been developed. Since the simulation is performed on the graph, this technique allows to perform all needed calculations without any impact on the source code.
In order to implement a solid and expansible system, an Observer Design Pattern [20] has been used to handle the simulation mechanism (Figure 4.5). The Observer pattern is used to define a one-to-many dependency between objects; it allows an automated notification to all dependent, when the state of the observed object changes. This approach allows an easy way to develop new techniques: a new implementation of the SimulationListener interface will be sufficient. The simulator notifies to all linked listeners the following events:

- visit of a node;
- visit of a Flow edge;
- visit of a True or False edge;
- visit of a Case edge.

OCELOT provides several kind of useful listeners, such as:

- **NodeDistanceListener**: it calculates the branch distance and the approach level between the control flow and the target node;
• **PathDistanceListener**: it calculates the *branch distance* and the *approach level* between the control flow and a path which is the current target;

• **DominatorListener**: it calculates the *branch distance* and the *approach level* between the control flow and a target edge, using the concept of dominance (see section 3.3.1);

• **CoverageCalculatorListener**: it calculates some different coverage metrics for a given control flow.

### 4.2.5 Solution searching

The parts of the system described before, are used by a component that deals with the search of those parameters which lead to reach the coverage for a certain target. As said, the literature about search based testing data generation has widely exploited global search algorithms, such as *simulated annealing* or *genetic algorithms* (see section 2.2); for this reason, the *genetic algorithms* has been the first search techniques implemented in OCELOT. However, the tool architecture easily allows the implementation of other ones.

In the context of structural testing, the aim is to minimize an objective (or fitness) function which refers to the distance from a specific element (a node, a path or a branch) of the control flow graph that corresponds to the target of the current search. For example, in order to reach a particular node in the object test, the fitness function, which is calculated by combining the branch distance with the approach level, indicates the distance between the current execution flow and that specific node; obviously, the target will be covered by an input vector for the object test, only if the value of the fitness function reaches the zero. For this specific problem, OCELOT represents each solution as an array of real numbers, using the `ArrayRealSolutionType` type provided by jMetal [14]; in this representation, each element of this vector naturally refers to a single input argument for the test object. Some little changes in this representation are necessary for pointers handling (see subsection 4.2.10).
As said above, jMetal framework [14] has been used in order to speed up the genetic algorithm implementation. In particular, each approach needs to extend three fundamental jMetal classes:

- **Experiment**: it is the main class that instances a Setting and a Problem object, allowing the execution of the correspondent algorithm;

- **Settings**: it instances the specific algorithm, based on the Problem dynamic type, and it sets its setting parameters and operators;

- **Problem**: it executes the native C source code with an input vector that refers to a specific solution and it performs the relative simulation on the control flow graph. In the evaluate() method, this class evaluates each solution, calculating the correspondent fitness function.

### 4.2.6 Test suite generation

As described in section 2.3.3, every single target approach needs to select some intermediate objectives, in order to reach the maximum available coverage for the test object; for this reason, a component which defines these intermediate objectives is crucial. Since, usually one or more intermediate objectives are addressed by a test case, this component is closely linked to the component that generates them.

Regarding single target approaches, OCELOT currently implements several different methodologies for selecting the intermediate objectives:

- a *naive* selection of all branches;

- a smarter *memory-based* selection approach;

- a selection of each McCabe independent paths.

In the first case, all branches of the control flow graph are targeted, one by one, by a distinct search process; for each successful search, the algorithm generates a test case (Algorithm 11).

In the second case, discussed in chapter 3 (see Algorithm 9), the algorithm removes, from the set of remaining targets, all the branches covered by the
selected test case whenever it generates a specific input for a given target branch.

At last, in the third case, the algorithm selects all McCabe linearly independent paths (Algorithm 12), trying to find a solution vector for each of them.

The component which generates the test cases, can use one or more selectors, combining them with the aim to increase the overall coverage. For example, the approach proposed by Scalabrino [51] combines the basis paths selector with the memory-based selector, if the first does not achieve the full coverage for the test object.

OCELOT also implements a test suite generator for the MOSA many-objective approach (described in section 3.2). In the MOSA algorithm, the component which generates the test cases is closely linked to the UPDATE-ARCHIVE function (Algorithm 13) that stores the set of solutions which are

### Algorithm 11: Naive algorithm

**Input:** $P$: target program; $B$: set of all branches in $P$

**Output:** $TS$: a test suite

$TS = \emptyset$

foreach $b \in B$ do

\[ t \leftarrow \text{search}(b) \]

\[ TS \leftarrow TS \cup \{t\} \]

end

return $TS$

### Algorithm 12: Algorithm which uses the basis paths

**Data:** $CFG = (V, E)$ control flow graph

**Result:** $TS$: a test suite

$TS = \emptyset$

foreach $b \in B$ do

\[ t \leftarrow \text{search}(b) \]

\[ TS \leftarrow TS \cup \{t\} \]

end

return $TS$
candidate to become test cases. As said, since the MOSA algorithm has been developed for Java test objects (section 3.2), the original implementation of the UPDATE-ARCHIVE function considers also the length of the test cases. However, regarding the C language, the length is an useless parameter, since each test case is simply composed by a call to the function under test and by an assertion. So, the correspondent OCELOT UPDATE-ARCHIVE function (Algorithm 13) works a little differently: for each uncovered branch $b_i$, it looks for a solution which has an objective score equals to zero; then it marks $b_i$ as covered and it looks for other branches which might have been collaterally covered while not explicitly targeting. When the algorithm stops, the set of solutions stored in the archive will form the resulting test suite.

### 4.2.7 Test cases definition

Another important OCELOT component deals with the automated definition and writing of test cases. With this aim, the tool uses the CDT library in order to create an abstract syntax tree which will be translated in C source code using the same library. The tool has been designed in order to guarantee extendibility; with this aim, a Bridge design pattern [20] has been used to select a specific implementation of this component. Each test case is composed
by the following parts:

- a call to the function under test, with the appropriate parameters obtained from the evolutionary search;
- the oracle check (assertion);

As said, although efficient techniques for the automated oracle definition may be possible from precise models and checkable specifications, however usually the system behaviour must be checked by a human. For this reason, that component assumes that the function has a correct behaviour and it only inserts the assertions regarding the function return value.

### 4.2.8 Configuration handler

OCELOT handles the principal configuration parameters with a proper configuration file. These parameters refers to:

- genetic algorithm parameters, like the population size or the crossover and mutation probability;
- information about the test object and the function under test.

Figure 4.6 shows a configuration file example.

### 4.2.9 A new mutation operator

In OCELOT, a new mutation operator, based on the *seeding* concept [17], has been implemented. This operator, with a given probability, simply mutes a single *gene* of the chromosome into a random numeric constant of the function under test. With this aim, OCELOT defines and implements a specific visitor, called *ConstantCheckerVisitor*, that parses the *abstract syntax tree* and registers all the numeric literals.

That operator works results very efficient when it encounters some predicates with conditions that are particularly difficult to satisfy. For example, considering the piece of code in figure 4.4, it is easy to understand that, for a stochastic algorithm like the genetic one, the precise double value 0.0 (line
1) is hard to be exactly reached. In this case, the new operator has a certain probability to mute $a$, assigning it the exact value 0.0.

This approach clearly facilitates the coverage of a particularly challenging condition, but on the other hand it could introduce an annoying noise that

```
if (a == 0.0)
    a++;
else
    a -= 12;
```

Listing 4.4: Example of condition which is particularly difficult to satisfy
disturbs the search with useless literals. So, it is important to tune the probability of this kind of mutation in an appropriate way.

4.2.10 Pointers handling

The pointer handling is an annoying and challenging problem in structural testing. Since in that case, the traditional distance approach compares the memory locations, it is hard to define a guidance for the search towards the appropriate test data. In order to support the pointers usage, some improvements in the genetic algorithm, in the code instrumentation and in the definition of fitness function have been necessary.

Genetic algorithm In the OCELOT standard genetic algorithm, a chromosome is represented by an array of real number with an ArrayRealSolutionType object; in this representation, each element refers to a single function parameter. In order to support the usage of pointers, OCELOT defines a slightly different chromosome representation. In particular, three arrays are used as follow:

- an array of real number for non-pointer variables;
- an array, with a standard size specified in the configuration file, for each pointer;
- an array that associates each pointer to a previously defined array.

The following example explains this representation. Given the function

\[
\text{test}(\text{int a, int b, int* c, int* d, int* e})
\]

a chromosome like the following is possible:
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\[
\begin{bmatrix}
[10, 22] & \text{a and b values} \\
[0, 1, 22, 3] & \text{array #0} \\
[23, 2, 2, 65] & \text{array #1} \\
[22, 56, 3, 3] & \text{array #2} \\
[0, 0, 1] & \text{pointer association}
\end{bmatrix}
\]

The above representation will refer to the following association:

\[
a = 10 \\
b = 22 \\
c = \text{pointer to the array } [0, 1, 22, 3] \\
d = \text{pointer to the array } [0, 1, 22, 3] \\
e = \text{pointer to the array } [23, 2, 2, 65]
\]

It is important to notice that, in this particular representation, both crossover and mutation operators, consider each array individually. This means that, for example, when a crossover operation occurs, it performs a single operation for each chromosome part, i.e. one crossover for the real values array, one for each pointer array and one for the array which associates the pointers to their definition.

**Instrumentation**  In order to support pointers, also the instrumentation process has been slightly modified: in the C source code, a matrix will record all the arrays of a chromosome. According to the previous example, OCELOT creates a matrix like the following:

\[
\begin{bmatrix}
0 & 1 & 22 & 3 \\
23 & 2 & 2 & 65 \\
22 & 56 & 3 & 3
\end{bmatrix}
\]

Then it assigns each pointer to a correspondent row of this matrix, according to the last chromosome part which associates a pointer to its definition.
Fitness function  In order to support pointers usage, a new definition of branch distance for two pointers is necessary. First, with some basic arithmetical operations it is possible to know the row index of the two pointers; then, these indexes are simply used in a normal comparison. Considering the following piece of code.

```
1 if (c == d)
  2   if (d == e)
  3       return true;
```

According to the previous example, the variable $c$ has a row index equal to 0; $d$ also has a row index equals to 0, when $e$ has an index equal to 1. So, calculating the distance about the condition at line 1, the resulting distance value is 0, while obviously the distance value for the condition at line 2 is 1.

4.3 Execution process

The execution process of OCELOT consists in two main phases:

- Build: this process first identifies the function under test from the configuration file; then it performs the code instrumentation task, recording all the choices done for each control structure. At last, the OCELOT standard libraries are imported and the resulting code is compiled in order to be used through JNI;

- Execution: this phase allows the simulation of the program execution through the library previously compiled. Here, the genetic algorithm is executed with the aim to search for an input vector that allows the coverage of a given target.
4.4 Build

As said, the build process allows the compilation of the library that contains the function under test. The executable class, Build, first instantiates a StandardBuilder object with all configuration parameters provided by the ConfigManager class. After that, the next step involves the makefile generation, according to the underlying operative system. OCELOT implements an extension of the abstract class JNIMakefileGenerator for each supported operative system; each concrete class provides some appropriate parameters, like the HOME Java directory, or the path of GLib2 library. With the call of the method build(), the original source code is instrumented and compiled. Two important visitors are used in this task:

- **InstrumentorVisitor**: it allows the concrete code instrumentation, representing the most crucial and critical visitor. It defines and implements all the visit methods which are used to construct the abstract syntax tree. During this process, the original source code is instrumented with the various _f_ocelot_ functions in order to trace the execution flow and the informations relative to the distances;

- **MacroDefinerVisitor**: it generates the proper macro which allows the call of the instrumented and compiled C code through JNI.

After this process, a file containing the instrumented code is saved.

4.5 Execution

The following step in the OCELOT execution process is the execution of a particular test suite generator that is specified in the configuration file. The test suite generator:

- selects the set of target;

- runs the genetic algorithm for each target; for the many-objective approach it runs the algorithm considering all targets simultaneously;
eventually it minimizes the generated test suite.

Currently, the parameters of the generated test cases are printed on the output console, with some useful benchmarks (in particular the time, the test suite size and the coverage benchmark).
Chapter 5

Case of study

Previous chapters described how search-based testing has been used to automatically generate test data for structural testing. Both methodologies have been evaluated with the aim to increase the effectiveness of OCELOT, the previously proposed tool. The aim of this chapter is to provide a detailed description of the empirical study which has been performed, in order to compare the two novel methodologies, detailed in chapter 3, with the approach proposed by Scalabrino [51], based on the McCabe independent paths. The case study has been conducted using OCELOT.

5.1 Aim and context

The main aim of this empirical study is to compare the effectiveness of the two novel algorithms discussed (MOSA and CDG based algorithm) against the approach proposed by Scalabrino [51] in his master thesis. Both approaches have been implemented in OCELOT with the aim to increase its performance, both in term of coverage and test suite size. The basis paths based methodology can be resumed as follow:

- it calculates the basis paths for the object under test;
- it performs a search for each basis path with the path itself as target;
• if the maximum coverage has not been achieved, it performs a single-target search for each uncovered branch, in order to increase as much as possible the overall coverage; otherwise, the algorithm terminates.

In order to assess the validity of this approach, Scalabrino performed an empirical study which compares the achieved branch coverage and the obtained test suite size between random testing \[13\] and the proposed basis paths technique. The results of this study suggest that this approach reaches higher coverage than random testing (about 7.1% on average) with a smaller number of test cases generated (54.9% less).

**Test subjects**  Five functions have been used as test subjects. The details of the test subjects are recorded in Table 5.1. Obviously, the functions chosen are not trivial for automated test data generation. *triangle* is a well-known triangle classification function, often used as a benchmark in several automatic test data generation. *gimp_rgb_to_hsl_int* is a function that projects a color from RGB to HSL space. This is the hardest function to entirely cover, essentially because it has a lot of nested *if* and also because some variables, derived from those in input, are involved in several predicates. The function *gimp_rgb_to_hsc4* is quite similar to previous function; it projects a color from RGB to HSV space. The *cliparc* function is the largest test object used in the empirical study. Despite its size, this function has not particular issues but it presents a *sanity check* which limits the maximum coverage that can be achieved to about 95%. At last, the function *Csqrt* allows to calculate the square root of a complex number. This function is not too complex but it presents a comparison with the double value zero as particular issue.

### 5.2 Design

The goal of the empirical evaluation is to assess the effectiveness and the efficiency of MOSA and CDG based approach, in comparison with the basis paths approach \[51\] implemented by OCELOT.
In particular, the research questions to be answered by the empirical study are therefore as follows:

**RQ 1:** *What is the coverage achieved by MOSA and CDG based algorithm versus basis paths technique?*

**RQ 2:** *What is the size of resulting test suite obtained by MOSA and CDG based algorithm versus basis paths technique?*

**RQ 3:** *What is the rate of convergence and the cost of MOSA and CDG based algorithm versus basis paths technique?*

**RQ 1** aims at evaluating if either MOSA and CDG bases technique are able to reach higher branch coverage, if compared to the approach based on McCabe's paths; **RQ 2** indeed, aims at evaluating the test suite size obtained by the three approaches, in order to reach the same coverage. At last, **RQ 3** focuses on the cost required by McCabe, MOSA and CDG based techniques.

**Metrics**

In order to compare the three techniques, branch coverage has been used as a measure in order to address **RQ 1**; the coverage achieved by each single technique for a given function is computed as the number of branches covered by the resulting test suite, divided by the total number of branches. **RQ 2**
Table 5.2: Parameter settings

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population size</td>
<td>100</td>
</tr>
<tr>
<td>Crossover rate</td>
<td>0.8</td>
</tr>
<tr>
<td>Mutation rate</td>
<td>0.2</td>
</tr>
<tr>
<td>Constant Mutation rate</td>
<td>mutation rate/20</td>
</tr>
<tr>
<td>Search budget (evaluations)</td>
<td>30,000</td>
</tr>
</tbody>
</table>

trivially refers to the resulting test suite size as measure of effectiveness. Finally, RQ 3 uses the number of evaluations performed by each technique during the overall search process, as measure of efficiency.

Experimental Setup

For each function and for each strategy, the following metrics have been collected, both for each single test case and as a cumulative result:

- the time taken by the search;
- the resulting test suite size;
- the achieved branch coverage;
- the number of evaluation of a solution performed by the search;

The search stops when either full branch coverage or the maximum number of evaluations is reached. Obviously, the entire process of data collection is full automated.

Several parameters, like population size or operator probability, tune the performance of a genetic algorithm. Despite Harman et. al. [27] refer to other crossover, selection and mutation operators for the implementation of CDG based algorithm, the empirical study presented in this chapter uses the same operators for all techniques, in order to exercise them with the same conditions: the SBX Crossover as crossover operator, the Binary Tournament as selection operator and Polynomial Mutation combined with the Constant Mutation operator discussed in section 4.2.9, as mutation operator. It is
Important to notice that no analysis about the performance comparison of different operators, in order to determine their effectiveness, has been performed in this study. The other values for the important search parameters are listed in Table 5.2. Due to the stochastic nature of the genetic algorithms, the experiments were repeated 10 times and the results reported are averages over these 10 runs.

### 5.3 Results

This section shows the results of the empirical study, divided by the corresponding research question.

**RQ 1 Branch Coverage levels** Table 5.3 summarizes the branch coverage values achieved by each approach. The same values, combined with the average test suite size, can be seen in the bar charts of Figure 5.1. It is easy to observe that the average coverage achieved by the three different algorithms is quite the same for all five functions under test; so, regarding the overall branch coverage, MOSA and CDG based algorithm seem not to introduce significant improvements. Since the McCabe approach shows an improvement about 7% on average coverage [51], compared to a random search, it is reasonable to say that MOSA and CDG based algorithm have a quite similar effectiveness improvement.

In summary, it is possible to conclude that both McCabe, MOSA and CDG based approach, achieves quite the same amount of branch coverage.

<table>
<thead>
<tr>
<th>Function</th>
<th>McCabe</th>
<th>MOSA</th>
<th>CDG based</th>
</tr>
</thead>
<tbody>
<tr>
<td>triangle</td>
<td>0.929</td>
<td>0.929</td>
<td>0.914</td>
</tr>
<tr>
<td>gimp_rgb_to_hsl_int</td>
<td>0.929</td>
<td>0.929</td>
<td>0.907</td>
</tr>
<tr>
<td>gimp_rgb_to_hsc4</td>
<td>0.666</td>
<td>0.666</td>
<td>0.666</td>
</tr>
<tr>
<td>cliparc</td>
<td>0.945</td>
<td>0.945</td>
<td>0.948</td>
</tr>
<tr>
<td>Csqrt</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 5.3: Branch coverage achieved by each approach
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<table>
<thead>
<tr>
<th>Function</th>
<th>McCabe</th>
<th>MOSA</th>
<th>CDG based</th>
</tr>
</thead>
<tbody>
<tr>
<td>triangle</td>
<td>10.5</td>
<td>6.8</td>
<td>5.8</td>
</tr>
<tr>
<td>gimp_rbg_to_hsl_int</td>
<td>11.2</td>
<td>5</td>
<td>4.9</td>
</tr>
<tr>
<td>gimp_rbg_to_hsc4</td>
<td>32</td>
<td>2.8</td>
<td>2.5</td>
</tr>
<tr>
<td>cliparc</td>
<td>43.5</td>
<td>16.6</td>
<td>14.6</td>
</tr>
<tr>
<td>Csqrt</td>
<td>4</td>
<td>3.2</td>
<td>3.4</td>
</tr>
</tbody>
</table>

Table 5.4: Average test suite size using different approaches

RQ 2 Test Suite size  Table 5.4 summarizes the average test suite size using different approaches. Figure 5.1, which has been seen above for the branch coverage results, shows the same values as bar charts (the dark grey bars on the right). As can be seen, for every test subject, the average test suite size generated by both novel algorithms was significantly smaller than the McCabe approach one. It is important to notice that, for every test subject, the resulting average test suite size from the two novel algorithms was smaller than the subject’s cyclomatic complexity. So, both MOSA and CDG based approaches perform better compared to the McCabe technique: MOSA gives the best result in just 1 case, while CDG based approach performs better in the remaining 4 cases. Finally, from the results analysis reported in Table 5.3, it is possible to conclude that the MOSA algorithm generates, on average, about 52.74% smaller test suites, while the CDG based algorithm, about 54.94% smaller ones.

In summary, according to the results reported above, it is possible to conclude that both MOSA and CDG based algorithms produce smaller test suites than the McCabe approach, without sacrificing the achieved branch coverage. However, the CDG based technique seems slightly better than MOSA regarding the test suite size.
Figure 5.1: Average branch coverage and test suite size achieved using different approaches
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<table>
<thead>
<tr>
<th>Function</th>
<th>McCabe Evaluations T(s)</th>
<th>MOSA Evaluations T(s)</th>
<th>CDG based Evaluations T(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>triangle</td>
<td>5.5</td>
<td>2.7</td>
<td>0.9</td>
</tr>
<tr>
<td>gimp_rgb_to_hsl_int</td>
<td>20.5</td>
<td>5.2</td>
<td>3.1</td>
</tr>
<tr>
<td>gimp_rgb_to_hsc4</td>
<td>83.2</td>
<td>26.8</td>
<td>18.2</td>
</tr>
<tr>
<td>cliparc</td>
<td>453.7</td>
<td>44.6</td>
<td>30.1</td>
</tr>
<tr>
<td>Csqrt</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 5.5: Time for performing the search and number of iterations needed to reach the maximum coverage for each algorithm

**RQ 3 Cost required** Table 5.5 summarizes both the time taken and the number of individual evaluations performed by each approach, in order to reach the maximum coverage and stop the search. To be thorough, this table reports also the cost for each algorithm expressed in seconds; otherwise, this study uses, as a metric to determine the cost and the convergence rate of each algorithm, the number of evaluations of a single candidate solution, performed during the search process. A solution evaluation is simply the calculation of the fitness function for that solution. Since the genetic algorithm process (see subsection 2.2.2) consists in a cycle which involves an evaluation of each individual, the number of evaluations performed can be properly used as measure of convergence rate. For this reason, Figure 5.2 refers only to the number of evaluations performed; these graphs show the increment of coverage when the number of evaluations grows up. It is clear that the MOSA algorithm uses less evaluations to reach the same coverage than the other two algorithms. Since the range of the evaluations is particularly large, the values on the abscissa axis are expressed in a logarithmic scale. It is important to notice that each value has been recorded when a single test case is added to the test suite by the corresponding algorithm. From the values reported in Table 5.5, it is possible to say that the CDG based algorithm reaches its maximum coverage with, on average about 58.81% less evaluations compared to the basis paths approach, while the MOSA algorithm needs on average about the 80.39% less evaluations.

According to this analysis, it is possible to conclude that the MOSA algorithm converges more quickly than both McCabe and CDG based techniques.
5.4 Analysis

The empirical study has been performed with the precise aim to introduce some improvement in branch coverage, test suite size and convergence rate, to the current approach used in OCELOT.

In terms of test suite coverage, the three techniques achieve similar average results. So, it is possible to conclude that the two novel approaches implemented in OCELOT do not provide a significant improvement about coverage against the technique based on the basis paths. However, remarkable improvements can be seen evaluating the test suite size and the convergence rate.

In terms of test suite size, the basis paths approach is the worst; although this is not surprising, given that it generates a test case for each single-target search performed, even if that search does not lead to increase the coverage. Both MOSA and CDG-based algorithms generate a test suite more than 50\% smaller, compared to the test suite generated by the basis paths approach. Although both approaches have very similar performance, the CDG-based technique produces, on the average of the five test objects, about a 6.64\% smaller test suite.

At last, in terms of convergence rate, the clear winner is the MOSA algorithm. As seen previously, both MOSA and CDG-based technique converge faster than the basis paths approach; however, since MOSA is a many-objective algorithm able to search simultaneously for more targets, it is not surprising that it needs less evaluations to reach the same coverage. In details, it needs about 64.58\% less evaluation than the CDG-based approach.

According to the analysis reported above, in summary, it is possible to conclude that there are no significant differences in branch coverage for the three presented approaches; however, MOSA converges much more quickly than the others two algorithms, while it is possible to affirm that the CDG based algorithm performs slightly better than MOSA and much better than the basis paths approach, in terms of resulting test suite size.
Figure 5.2: Coverage of each approach relative to the number of performed evaluations
Chapter 6

Conclusions and Future Work

This work aims to implement in OCELOT new methodologies for automated test case generation recently introduced in literature, in addition to the current approach based on the McCabe’s linearly independent paths [51], with the final aim to improve the effectiveness and the efficiency of the tool, in particular in terms of coverage and test suite size.

A preliminary investigation of the recent literature has been performed in order to choose the most promising methodologies to implement in OCELOT. This process led to the identification of two approaches in particular. The first of them [47] follows the line traced by the whole suite approach [18] which demonstrated that considering all target simultaneously is superior to the traditional single-branch approach. However, instead of aggregating multiple objectives into a single value, as in the whole suite approach, the proposed algorithm, called MOSA, proposes to reformulate the branch coverage problem directly as a many-objective optimization one. In particular, this algorithm introduces a new preference criterion that allows to determine an order of preference over non-dominated test cases, allowing to overcome a huge limitation that had braked the adoption of multi-objective algorithms in the context of search based software testing. The second methodology [27] introduces a new formulation of the search based structural test data generation problem, in which the goals is to maximize the coverage, while simultaneously minimizing the number of test cases. With this aim, it focuses
on control dependence graph analysis in order to define a secondary fitness function that denotes the amount of structural collateral coverage achieved.

With the aim to evaluate the performance of OCELOT, using the different methodologies, all the approaches have been evaluated through an empirical study which compares them in terms of coverage, test suite size and convergence rate. Regarding the branch coverage, the three methodologies reach quite the same amount of coverage, so the two novel techniques do not introduce an improvement in relation to the current OCELOT approach. However, more interesting results come out observing the resulting test suite size and the convergence rate. The study demonstrates that both the MOSA and the CDG based algorithm generate a smaller test suite than the basis paths one, on the order of more than 50%. On average, the CDG based approach performs slightly better than MOSA. Regarding the convergence rate, MOSA is the clear winner: although the CDG based algorithm needs about 58% less evaluations than the basis approach to converge to its maximum coverage, MOSA clearly outperforms it (it needs about 64% less evaluations).

There are different directions to investigate for future work. First, it could be possible to introduce some elements from the CDG based algorithm in the many-objective approach. For example, a preliminary analysis of the control dependence graph could allow to restrict the set of target branches used by the algorithm, avoiding to consider those branches which will be inevitably covered while targeting other ones. Second, the introduction of different search algorithms (e.g. the Alternate Variable Method) could be considered with the aim to increase the coverage. At last, since it is widely recognized that the premature convergence to a sub-optimal solution inhibits the effectiveness of the evolutionary test case generation bases on genetics, the many-objective approach could be improved by integrating a mechanism that allows to maintain diversity in the population. Several works have been conducted in order to address this phenomenon, called genetic drift [49]. In particular, Kifetew et. al. [31] propose a technique for the orthogonal
exploration of the search space that enriches the diversity in the population by adding individuals in orthogonal directions.
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